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Abstract
An important part of the systems development process is building models of real-world phenomena. These phenomena are described by many different kinds of information, and this diversity has resulted in a wide variety of modelling representations. Some types of information are better expressed by some representations than others, so it is sensible to use multiple representations to describe a real-world phenomenon. The author has developed an approach to facilitating the use of multiple representations within a single viewpoint by translating descriptions of the viewpoint among different representations. An important issue with such translations is their quality, or how well they map constructs of one representation to constructs of another representation. Two possible methods for improving translation quality, heuristics and enrichment, are proposed in this paper, and a preliminary metric for measuring relative translation quality is described.

1 Introduction
To more completely model a phenomenon, Finkelstein et al. [1] suggested using multiple descriptions of the phenomenon expressed using different representations. For example, a data flow diagram (DFD) is a description of constituent business processes expressed using a representation suited to showing the flow of information among these processes; whereas an entity-relationship diagram (ERD) describes clearly the structure and associations among data elements. The benefits from using different descriptions of the same phenomenon are recognised in current modelling approaches such as the Unified Modeling Language (UML) [2], in which real world phenomena are described using a combination of use cases, class hierarchy diagrams, sequence diagrams, state charts, and so on.

The author has developed an approach to facilitating the use of multiple representations within a single viewpoint by translating descriptions of the viewpoint among different representations [3]. These translations are defined by a collection of rules that specify how to map constructs of a source representation to constructs of a target representation. A key issue with such translations is how well they map constructs of the source representation onto constructs of the target representation, referred to here as the quality of a translation [4].

In this paper are proposed two possible methods for improving the quality of translations between representations: use of heuristics which allow additional information to be generated automatically by a translation; and enrichment, in which the translation elicits missing information from the developer. Also described is a preliminary metric that has been used to show that heuristics can improve the quality of translations.

2 Terminology and notation used in this paper
Finkelstein et al. [1] suggested using multiple representations in the context of a viewpoint-oriented approach to systems analysis and design, which acknowledges that there may often be multiple, possibly conflicting interpretations or perspectives of the phenomenon being modelled. For example, the Chief Executive, marketing manager, sales personnel and accountant are likely to have different perspectives, each having correspondingly different descriptions of the business. A viewpoint is the formalisation of a particular perspective [5], as shown at the top of Figure 1.

Viewpoints provide a useful context within which to discuss translations among multiple representations, so the author [3, 6, 7] has developed the viewpoint-based framework shown in Figure 1. This framework was synthesised from earlier work by Finkelstein et al. [1], Easterbrook [5] and Darke & Shanks [8].

As shown in Figure 1, a viewpoint comprises one or more descriptions, each expressed using a suitable representation. A representation comprises two parts: a tech-
nique and a scheme. A representation’s technique specifies the generic constructs of the representation, such as classes, relations and attributes. A representation’s scheme comprises constructs specialised from the generic constructs of the technique, and includes the ‘symbols’ required to express these constructs; for example, boxes for UML classes, SQL create table statements for relations and so on. While a given technique may have several possible schemes, the combination of a particular technique and scheme forms a single representation. For example, SQL/92 and QUEL are two possible schemes that may be used in association with the relational technique, but the combinations (Relational, SQL/92) and (Relational, QUEL) form two distinct representations, as illustrated in Figure 1.

Representations must be instantiated in some way in order to describe a viewpoint. The instantiation of a representation can be thought of as a collection of ‘statements’ that describe the viewpoint, and is thus referred here as a description (the terms ‘model’ or ‘schema’ could perhaps be used, but these terms are somewhat ambiguous). The ‘statements’ of a description are expressed by elements, which can be thought of as instantiations of a representation’s constructs; for example, the Customer actor in a use case diagram for a sales system (an instantiation of the Actor construct), or the Product table in an SQL/92 schema definition (an instantiation of the TABLE construct).

In practical terms, a representation can be thought of as the combination of a generic modelling approach (the technique) with a specific version of that approach (the scheme, which includes the notation used). The representation is then used to build descriptions of a particular viewpoint.

2.1 Abstract notation

The author has developed an abstract notation for writing representation, description, construct and element expressions [7]. The notation is derived from the data transfer notation of Pascoe and Penny [9], and is summarised in Table 1. (There are additional notations for specifying translations which are not used in this paper and have thus been omitted.)

The notation $D_i(V,T,S)$ denotes that description $D_i$ of viewpoint $V$ is expressed using constructs of technique

![Figure 1: The viewpoint/representation/description framework](image-url)
Table 1: Summary of representation, description, construct and element notation

<table>
<thead>
<tr>
<th>Notation</th>
<th>Associated term</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V$</td>
<td>Viewpoint</td>
<td>A formalisation of a particular perspective on a real-world phenomenon.</td>
</tr>
<tr>
<td>$T$</td>
<td>Technique</td>
<td>A collection of generic constructs that form a modelling ‘method’, for example, the relational model or entity-relationship approach.</td>
</tr>
<tr>
<td>$S$</td>
<td>Scheme</td>
<td>A collection of specialised constructs that form a specific modelling ‘notation’ within a technique, for example, SQL/92 or Martin ERD notation.</td>
</tr>
<tr>
<td>$\mathcal{R}(T, S)$ or $\mathcal{R}$</td>
<td>Representation</td>
<td>Representation $\mathcal{R}$ comprises constructs defined by the combination of technique $T$ and scheme $S$.</td>
</tr>
<tr>
<td>$D_i(V, T, S)$ or $D_i$</td>
<td>Description</td>
<td>Description $D_i$ of viewpoint $V$ is expressed using constructs of technique $T$ and scheme $S$.</td>
</tr>
<tr>
<td>$\mathcal{R}(T, S)$ ${\text{CON}}$, $\mathcal{R}$ ${\text{CON}}$, or CON</td>
<td>Construct of a representation</td>
<td>CON specifies a construct of representation $\mathcal{R}(T, S)$.</td>
</tr>
<tr>
<td>$D_i(V, T, S)$ ${e : \text{CON}}$, $D_i$ ${e : \text{CON}}$, or $D_i$ ${e}$</td>
<td>Element of a description ...</td>
<td>$e$ specifies an element (instantiated from construct CON) of description $D_i(V, T, S)$.</td>
</tr>
</tbody>
</table>

$T$ and scheme $S$ (this may be abbreviated to $D_i$ when $V$, $T$ and $S$ are clear). Thus, $D_i(V_p, E-R, \text{ERD}_{\text{Martin}})$ denotes a description $D_i$ of the viewpoint $V_p$ that is expressed using constructs of the entity-relationship technique ($E-R$) and the Martin ERD scheme ($\text{ERD}_{\text{Martin}}$) [10].

The notation $\mathcal{R}(T, S)$ denotes a representation $\mathcal{R}$ that comprises a collection of constructs defined by the combination of technique $T$ and scheme $S$ (this may be abbreviated to $\mathcal{R}$ when $T$ and $S$ are clear). Thus, $\mathcal{R}_e(E-R, \text{ERD}_{\text{Martin}})$ denotes the representation $\mathcal{R}_e$ formed by combining the constructs of the entity-relationship technique ($E-R$) with the Martin ERD scheme ($\text{ERD}_{\text{Martin}}$).

Constructs are the fundamental components of a representation, whereas elements are the fundamental components of a description. Given a representation $\mathcal{R}(T, S)$, a construct $\text{CON}$ of $\mathcal{R}$ is denoted by $\mathcal{R}(T, S)\{\text{CON}\}$, or, if $T$ and $S$ are clear, simply $\mathcal{R}\{\text{CON}\}$. Often $\mathcal{R}$ may also be clear from the context, allowing the $\mathcal{R}\{\}$ notation to also be omitted, leaving just $\text{CON}$. The name of the construct is denoted by SMALL CAPS. For example, the regular entity construct of the representation $\mathcal{R}_e(E-R, \text{ERD}_{\text{Martin}})$ is denoted by $\mathcal{R}_e(E-R, \text{ERD}_{\text{Martin}})\{\text{REGULARENTITY}\}$ or $\mathcal{R}_e[\text{REGULARENTITY}]$.

The construct $\text{CON}$ can be thought of as analogous to the concept of a relational domain in that it specifies a pool of possible ‘values’ from which an element $e$ may be drawn. The notation $e : \text{CON}$ is used to denote that $e$ is a member of the set of all possible elements corresponding to the construct $\text{CON}$.

Now consider a description $D_i(V, T, S)$. An element $e$ of $D_i$ (instantiated from construct $\mathcal{R}(T, S)\{\text{CON}\}$) is denoted by $D_i(V, T, S)\{e : \text{CON}\}$, or, if $V$, $T$ and $S$ are clear, simply $D_i\{e : \text{CON}\}$. The construct may also be omitted if it is clear from the context, that is, $D_i\{e\}$. For example, the Customer regular entity of the description $D_1(V, E-R, \text{ERD}_{\text{Martin}})$ is denoted by $D_1(V, E-R, \text{ERD}_{\text{Martin}})\{\text{Customer} : \text{REGULARENTITY}\}$ or $D_1[\text{Customer}]$.

### 3 Translating descriptions among representations

A representation comprises a collection of constructs that are instantiated to form the elements of descriptions. The translation of a description from a source representation $\mathcal{R}_s$ to a target representation $\mathcal{R}_t$ can therefore be decom-
posed into a collection of translations of the elements that make up the description. The translation of one or more elements of a source description to one or more elements of a target description is defined by a rule that specifies a mapping from a collection of constructs of \( \mathcal{R}_s \) to some collection of constructs of \( \mathcal{R}_t \) \([11, 12]\). This mapping may have constraints that specify pre- and post-conditions for elements translated by the rule. Pre-conditions ensure that a rule is applied only to appropriate source elements. Post-conditions enforce the semantics of the target representation by ensuring that elements generated by a rule make sense in the context of the target representation. Both pre- and post-conditions are referred to here as invariants \([13]\), as a pre-condition when a rule is applied in one direction (‘left-to-right’) can become a post-condition when the rule is applied in the opposite direction (‘right-to-left’).

The application of a rule should always result in a target structure that is semantically consistent with the source description, but in general it is unlikely that a set of rules can be defined to map completely from \( \mathcal{R}_s \) to \( \mathcal{R}_t \). This is because some constructs of \( \mathcal{R}_s \) may not be directly mappable onto constructs of \( \mathcal{R}_t \), or vice-versa. This mismatch can sometimes be ameliorated by use of heuristics, which are similar to rules except that the application of a heuristic will generally result in a target structure that is semantically consistent with the source, but not always. Heuristics can be thought of as ‘rules of thumb’ that usually but not always produce the correct result.

Rules generally only translate the structure or syntax of a description. Heuristics also translate structure, but can also affect the semantics of the encompassing viewpoint by making explicit semantics that may be implicit in the original description. Consider the functional dependency description \( D_1(V_{\text{staff}}, \text{FuncDep}, FDD_{\text{Smith}}) \) expressed using Smith’s notation \([14, 15]\) and shown in Figure 2(a). This description has a collection of domain flag elements that all reference the same attribute element (IRD_NUMBER). Now suppose there is a rule specifying that a DOMAIN_FLAG construct maps to a RELATIONSHIP construct in an ERD. The description \( D_2(V_{\text{staff}}, E-R, ERD_{\text{Martin}}) \) that results from applying this rule is shown in Figure 2(b). Examining \( D_2 \), it is apparent that the Salary_staff, Wage_staff and Salesrep entities are actually subtypes of the Staff entity. A rule cannot be defined to this effect, however, because a domain flag does not always imply a type hierarchy.

Instead, a heuristic could be defined that specifies a mapping from a collection of DOMAIN_FLAG constructs to a TYPE_HIERARCHY construct. The likelihood of this be-

---

**Figure 2:** Example of applying a heuristic
ing the correct interpretation increases as the number of domain flags referencing the attribute increases. A reasonable assumption is that if three or more domain flags reference the same attribute, they should be mapped to a type hierarchy (this would be defined as an invariant on the heuristic). The result of applying such a heuristic is shown in Figure 2(c). Compare $D_2$ and $D_3$ — without the heuristic, the type hierarchy implicit in $D_1$ and $D_2$ would not be drawn out in $D_3$. This heuristic will of course not always apply, but will usually produce the correct result.

In effect, the application of heuristics can cause an increase in the explicit semantic content of a viewpoint, by drawing out semantics that are implicit in the source description. Thus, in the example shown in Figure 2, the explicit semantic content of the viewpoint is increased by making explicit the type hierarchy implicit in the source FDD.

In summary, the translation of a description from one representation to another can be decomposed into a collection of translations of elements. These element translations are defined by a collection of rules and heuristics, which specify mappings between collections of constructs in the source and target representations. Rules always produce semantically consistent results, whereas heuristics can sometimes produce semantically inconsistent results. A simple prototype system called Swift has been implemented that demonstrates use of rules and heuristics in description translations [16, 17].

### 3.1 Translation quality

Every representation has boundaries to what may be expressed using the constructs of that representation. This is referred to here as the expression power of a representation, and covers the constructs of a representation and any semantic constraints that may exist between constructs. Representations may overlap in terms of expression power, such that some subset of the constructs of one representation can be mapped to constructs of another representation. This concept is referred to here as the expression overlap between two representations.

The nature of the expression overlap between a particular pair of representations $R_p(T_i, S_j)$ and $R_q(T_k, S_l)$ can fall into one of four categories, as illustrated in Figure 3. The four categories of expression overlap are:

- **Disjoint** There is no expressive overlap between $R_p$ and $R_q$, as shown in Figure 3(a), and translating descriptions between them is therefore typically impossible.

- **Intersecting** There is a partial expressive overlap between $R_p$ and $R_q$, as shown in Figure 3(b), and it is therefore possible to partially translate descriptions from $R_p$ to $R_q$, and vice versa.

- **Inclusive** One representation is contained entirely within the other, for example, $R_p$ contains $R_q$ in Figure 3(c). Anything that can be expressed using constructs of $R_q$ may also be expressed using constructs of $R_p$, but not vice versa. It is therefore possible to translate descriptions completely from $R_q$ to $R_p$, but only partially from $R_p$ to $R_q$.

- **Equivalent** Anything that can be expressed using constructs of $R_p$ can also be expressed using constructs of $R_q$, and vice versa, as shown in Figure 3(d). It is therefore possible to translate descriptions completely in either direction.

![Figure 3: Four categories of expressive overlap](image-url)
The quality of a translation is defined as how completely it maps constructs from the source representation to the target representation [4]. The expressive overlap of a pair of representations determines the maximum amount of information that may be translated from one representation to the other, and hence the maximum quality of any translation between those representations. The intersecting and inclusive categories are of the most interest, because translating a description from a more expressive representation to a less expressive one can result in a ‘loss’ of information, whereas the reverse translation can result in the need to ‘gain’ information during the translation in order to build a sensible target description.

4 Improving translation quality

In an environment that facilitates the use of multiple representations, information loss may not be as great a concern as it is in more typical data translation problems. This is because the information that is ‘lost’ during a description translation is still held in the source description. All descriptions will presumably be held in the same repository, so it may be possible to ‘restore’ information that is ‘lost’ during a translation when the translation is applied in the reverse direction. For instance, if the data flow description $D_1(V, DataFlow, DFD_{G&K})$ is translated into the functional dependency description $D_2(V, FuncDep, FDD_{Smith})$, the names of data stores may not be translated because of differences in the expressive powers of the two representations. The data store names still exist in $D_1$, however, so if $D_2$ is at some later stage used to incrementally update $D_1$, or translated to a new DFD $D_3$, then it is in principle possible to extract the data store names from the original $D_1$. This would require some means of tracking the translation ‘history’ of descriptions.

A less obvious concern that arises when performing description translations is that it may be necessary to ‘gain’ information that does not already exist when performing a translation. For example, when translating from a functional dependency description to an entity-relationship description, the names of the entities that are created must be generated or acquired in some way. This sort of situation would most commonly occur with inclusive representations when translating a description from the ‘contained’ representation to the ‘containing’ representation, but could also occur with intersecting representations.

Information ‘gain’ is a particular issue with translations among representations with different techniques, as the expressive powers of two representations with different techniques are more likely to be divergent than the expressive powers of two representations that share the same technique. The effect will be less severe in translations that change only the scheme.

The problem is determining what information can and cannot be generated automatically during a translation, and why. Information that cannot be automatically generated and that is essential to build a syntactically correct target description (such as the names of tables in SQL) must be acquired somehow, otherwise it will not be possible to complete the translation. One way to improve the quality of a translation would therefore be to acquire information from the developer in some way. This process of acquiring information is termed enrichment, and may occur before, during and after a translation.

Enrichment performed before a translation (‘pre-enrichment’) involves pre-populating the viewpoint with information that will be useful to the target description, and is analogous to Su & Fang’s [18] notion of modifying and extending the semantics of a schema before translating it. For example, before translating from an FDD to an ERD, template entities with appropriate names but no attributes could be created by the developer, to filled in later by the translation.

Enrichment performed during a translation (‘post-enrichment’) involves adding any remaining missing information that was not automatically generated during the translation or entered prior to the translation. In effect, the developer is refining the resultant description.

Another way to improve the quality of a translation is the application of heuristics. Heuristics allow the automatic translation of more information than would normally be possible using rules, by drawing out semantics that are implicit in the source description, as noted in the previous section. Adding heuristics can reduce the amount of enrichment that is required, and produces an improvement in translation quality, as less information is lost or needs to be gained during the translation.

An important issue with use of heuristics is that they may sometimes produce semantically inconsistent results, which could result in an invalid viewpoint. This issue will typically arise when heuristics are applied without regard to the context in which they are being applied. That is, semantically inconsistent results will be produced in cases where the heuristic was not appropriate and should not have been applied. The applicability of a particular heuristic, however, will typically be difficult (if not impossible) to
determine in an automatic manner. Fortunately, the enrichment process provides a practical solution to this issue. Rather than applying heuristics regardless of context, the developer can be notified that a heuristic is about to be applied and what the result of applying the heuristic will be. The developer can then use their contextual and semantic knowledge of the viewpoint to determine whether this is a correct result, and thus choose whether or not the heuristic should be applied.

Heuristics can increase the explicit semantic content of a viewpoint, so ensuring that heuristics are manually activated provides the benefit of making the developer aware of the semantic changes that are occurring during the translation. This process may also help identify possibilities that the developer may not otherwise have considered, thus promoting a more complete understanding by the developer of the phenomenon being modelled.

Both heuristics and enrichment have been implemented in the Swift prototype mentioned earlier, and have been found informally to produce improvements in translation quality. In the next section is described a preliminary metric for measuring relative translation quality, which has been used to show that heuristics can produce improvements in translation quality [3].

5 Measuring relative translation quality

In order to determine whether use of heuristics has an impact on translation quality, the author is developing metrics for measuring translation quality. An overview of a preliminary metric is presented here.

Hull’s concept of relative information capacity [19] provides a basis for comparing the information content of schemas in the context of schema integration, and Miller’s schema intension graphs [20] are a tool that may be used to determine the relationship between the relative information capacities of two schemas. Representation definitions can be interpreted as a form of schema, so relative information capacity may also be applied to representations. In particular, the author has found that the expressive power of a representation can be characterised by the information capacity of its definition. Consequently, schema intension graphs may be used to determine the category of expressive overlap between two representations, providing a relative measure of translation quality.

Schema intension graphs provide an alternate graphical representation for describing schemas, and comprise:

- a collection of labelled edges representing binary relations between domains; and
- annotations on the edges that represent simple constraints on the binary relations.

In Figure 4 is shown an example of a schema intension graph (SIG) that corresponds to an entity-relationship diagram of a used cars business.

It is possible to determine the relationship between the relative information capacities of two schemas by comparing SIGs for the two schemas. Intuitively, if two SIGs are isomorphic, then the corresponding schemas are equivalent [20]. An isomorphism occurs between two SIGs when the graphs are structurally identical and corresponding nodes in the two SIGs have compatible semantics. Isomorphisms may also be achieved by performing various equivalence preserving and information capacity augmenting transformations on one of the SIGs [21].

The information capacity of a schema determines the set of all valid instances of that schema within the context of the phenomenon that it models [22]. A schema defines a set of valid database structures for a given phenomenon. Combined with the set of all data relating to the phenomenon, the schema may be used to generate all possible database states for the phenomenon. By extension, the information capacity of a representation definition determines the set of all valid descriptions that may expressed using the representation; that is, it determines the extent of what may be expressed using that representation. This is effectively identical to the notion of expressive power introduced in Section 3.1. That is, the expressive power of a representation can be characterised by the information capacity of the representation’s definition. This means that SIGs may be used to determine any relationship between the expressive powers of two representations, and thus the nature of the expressive overlap between those representations, which in turn gives an indication of the maximum quality of any translations between those representations.

Given two representations \( R_p(T_1, S_1) \) and \( R_q(T_2, S_2) \), the expressive overlap of the pair can be categorised by building SIGs corresponding to the definitions of the two representations, and comparing them as follows:

- If the two SIGs are isomorphic, or one SIG can be transformed by a series of equivalence preserving transformations to be isomorphic to the other, then the expressive powers of \( R_p \) and \( R_q \) are equivalent.
- If the two SIGs are not isomorphic, but the SIG for \( R_p \) can be transformed by a series of information capacity augmenting transformations to be isomorphic to the SIG for \( R_q \), then the expressive power of \( R_q \) is inclusive of that of \( R_p \) (or vice versa).
If the two SIGs are not isomorphic, but one or more subgraph(s) of the SIGs are either isomorphic, or can be transformed to be isomorphic, then $R_p$ and $R_q$ have an intersecting expressive overlap.

- If the two SIGs are not isomorphic, and no subgraphs of the SIGs are isomorphic and cannot be transformed to be isomorphic, then $R_p$ and $R_q$ have a disjoint expressive overlap.

The author has used these concepts to develop a preliminary metric that provides a relative measure of translation quality [3]. SIGs are built for both the source and target representations, and the extent of overlap is calculated by tagging nodes and edges in each SIG corresponding to constructs that are mapped by the translation. These then counted to provide an indication of the relative quality of the translation. An example of this approach is shown in Figure 5 for the translation from $R_f(FuncDep, FDDSmith)$ to $R_e(E-R, ERDMartin)$ (tagged nodes and edges are shown in bold italic).

This metric has been successfully used by the author to show that use of heuristics has a positive impact on the quality of translations, but unfortunately the metric is only useful for comparing the relative quality of two or more translations. It does not provide a quantitative measure of translation quality, so further research is required.

### 6 Summary

There are many diverse types of information to be modelled when building an information system, so it is sensible to use multiple representations to describe real-world phenomena. The author has developed an approach to facilitating the use of multiple representations within a single viewpoint by translating descriptions of the viewpoint among different representations. An important issue with such translations is their quality, or how well they map constructs of one representation to constructs of another representation. In this paper were proposed two methods of improving translation quality, heuristics and enrichment.

Heuristics improve translation quality by automatically translating information that could not normally be translated. In particular, heuristics can draw out implied semantics from the source description, and make them explicit in the target description. Heuristics may, however, sometimes produce incorrect results.

Enrichment improves translation quality by eliciting additional information from the developer that cannot be generated automatically. Enrichment may occur before, during and after a translation.

Also described was a preliminary metric for comparing the relative quality of translations. Relative information capacity can be used to characterise the expressive power of
a representation. Schema intension graphs can therefore be used to determine the expressive overlap between two representations and hence the maximum quality of translations among those representations.
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