FOCUS ON THE TASK AT HAND: CONTEXTUAL
BIAS IN THE FORENSIC EXAMINATION OF

HANDWRITING

Marijn Karen Jikke Kouwenhoven

A thesis submitted for the degree of
Doctor of Philosophy
University of Otago
July2018



ABSTRACT

Forensic science evidence is a crucial part of the criminal justice system, and forensic
examiners have long been held in high regard dtieeio ability to link suspects to crimes in

an objective and scientifically rigorous way. Recently, however, concerns have been raised
that forensic examiners could be susceptible to contextual bias, in which exposure to
information not relevant to the exanation could unduly influence their conclusions.
Contextual biasias now been demonstrated in a wide range of forensic disciplines (e.g.,
fingerprints, DNA). The field of handwriting analysis, however, has received relatively little
attention Handwriting analysis is likely to be particularly susceptible to bias, because
examiners are asked to opine on a product of a human behaviour that varies-eidaly
across samples written by the same person. In this thesis, we limited our focus to signature
examinaions, which involve very small samples of handwriting.

In Study 1, we used a signal detection framework to examine the effects-of task
irrelevant contextual information on | aypeop
Study 1A, we presented paipants with 20 trials comprising one questioned signature and
four known signatures. On each trial, participants were asked to indicate whether they
thought the questioned signature was genuine or forged. Half of the trials were accompanied
by highbiagng contextual information (e.g., stating that the author of the questioned
signature had a criminal record); the remaining trials were accompanied ‘yalsvwgy
information (e.g., stating that the questioned signature was written by a suspect). Gontrary
our expectations, the contextual mani pul ati o
ability to discriminate between genuine signatures, nor did it affect their response bias. In
Study 1B, we addressed several limitations of Study 1A that caewkel prevented us from
detecting a context effect. This time, we observed thatligting contextual information

not only increased participants’ response bi



between genuine and forged signatures. Thierlétiding suggested that contextual
information might influence the process by which participants examined the signatures.

In Study 2, we therefore focused on the signature examination process using a similar
paradigm. We explicitly asked participargither to focus on similarities or differences
between the questioned and known signatures. We hypothesised thathidsigig
contextual information led participants to use a positive test strategy, then we should be able
to eliminate the context effeby forcing participants to identify similarities between the
signaturegi.e., to engage in a negative test strate@i)s hypothesis was not supported,
however, suggesting that efforts to change the signature examination process per se could be
insufficient to mitigate contextual bia&s such|t is importantto developpractical and
effective ways to either limit exposure to contextual information, or to find ways to present
contextuainformationinawaythat s | east | i kel y opginmnsi nfl uence

For this reason, in Study 3, we turned our attention to practitioners. Specifically, we
explored the current state of contextual information management in questioned document
examination by conducting interviews with 19 international professidocument
examiners—both from government laboratories and private practice. As well as canvassing
practitioners’ views on contextwual bias, we
contextual information that they encounter, the information that igarete-and not
relevant—to their examinations, their methods for reducing the potential for bias, and the
perceived barriers to implementing context management strategies. Based on our findings, we
provide recommendations for developing and implementingipeh@and effective context
management systemsoth for forensic science in general, and handwriting analysis in

particular.
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CHAPTER ONE

FOREWORD



On April 26, 1981, a Dallas woman woke up in the middle of the night to find a male
stranger |lying on top of her. The man threat
cut her on the hand, neck, and back. He then sexually assaulted her before fldenugéehe
During the investigation, police officers presented the victim with a photographigdiné
potential suspects, and she positively identified a man named Larry Fuller as her attacker.

The police collected a rape kit and had it tested for bloogpgnearkers that might further

identify Fuller as the perpetrator. As a result of this analysis, a forensic analyst concluded that
he was unable to exclude Fuller as the source of the biological material. The positive
identification by the victim, along whitthe fact that Fuller could not be excluded, resulted in
Fuller being found guilty by a jury. Olugust 25 1981, Larry Fuller was convicted of

aggravated rape and sentenced to 50 years in prison (Steinback, 2007).

OnApril 21,1992, a 22yearold woman from Muncie, Indiana, was sexually
assaulted behind a vacant building. The victim provided a description of her attacker to the
police, who then canvassed the area for any individuals who matched the description. One
such individual was William Barnhoes. I n addition tooft he victim
Barnhouse, a blood analyst matclped net i ¢ mar kers from sperm | e
with those collected in a rape kit, and concluded that he was unable to eliminate Barnhouse as
the source of the evidee. A hair analyst trained by the Federal Bureau of Investigation
(FBI) also stated that a single hair foundonthect i m s body wéis a defin
Barnhouse’s hair. Barnhouse was arrested and
eyewitress identification of Barnhouse, along with the forensic evidence linking him to the
crime convinced the jury &t Barnhouse was guilty. On December 11892, William
Barnhouse was convicted of rape and criminal deviant conduct, and sentenced to 80 years i

prison State v. Barnhousd 994).



OnMay 3,1992, a thregrearold girl was abducted from her home. Two days later
her body was found just 450 metres from her home. One suspect emerged: Kennedy Brewer.
Police noted that Brewer had been babysittinggtHevhen she went missing and that there
had been no sign of forced entry into the house. Investigators suspected Brewer of raping and
murdering the victim in the house before carrying her body to a nearby creek. A key piece of
forensic evidence emergadi t he case: a multitude of marks
to a forensic odontologist, the 19 mar ks wer
inflicted by Brewer. On th#larch 24,1995, Kennedy Brewer was convicted of capital
murder and sexudlattery and sentenced to death (Garrett & Neufeld, 2009).

The three cases described above have two important things in common. The first is
that forensic science evidence was instrumental in convicting the defendants. The second is
thatthef or e n s i ¢ canctuaions abaut the 'evidenweremisleading andhcorrect
and shouldhot havebeen admittedh a courtof law.

Fortunately for these men, the Innocence Project exists. Found882 by lawyers
Peter Neufeld and Barry Scheck at the US Cardozo School of Law, the aim of this project is
twofold. The first aim is to defend convicted individuals who the project has reason to believe
are innocent, often through the use of DNAtestingThe I nnocence Project’
reform the criminal justice system to prevent future miscarriages of judtiéertunately,
the organisation’s work has made it clear th
above are not a rare occurren€e date, the Innocence Project has helped to exonerate 358
wrongfully convicted people, who together served a total of 4,926 years in prison (Innocence
Project, 2018). Additionally, according to the National Registry of Exonerations (2018) there
have bee a total of 2,245 exonerations in the United States since 1989, culminating in more

than 19,790 years lost due to wrongful imprisonment.



One of the major benefits of organisations like the Innocence Project is that they can
identify how people came to longfully convicted in the first placedata that are
instrumental in reforming the criminal justice system. To date, one of the biggest contributing
factors to wrongful convictions is forensic science error. In fact, this factor is the second most
commoncontributor to identified wrongful convictions (behind eyewitness misidentification
at 75%), playing a role in around 45% of exoneration cases (Innocence Project, 2018).

I n Larry Fuller’'s case, the Innocence Pro
him as the perpetrator. The additional analyses revealed that the forensic analyst involved in
Fuller’”s trial had made a serious error by t
source of materials. Both Fuller and the victim were-s@cretos, meaning that they did not
secrete their A/B/O blood type in their bodily fluids. The sample collected from the rape kit
contained blood that was Type-@naking it impossible for Fuller or the victim to be the
source of the blood. Larry Fuller was exonedon January 112017, having spent 26 years
in prison (Innocence Project, 2017b).

Likewise, the Innocence Project helped William Barnhouse by conducting additional
DNA testing on the sperm found on thigh victin
the rape kit. The results of these additional tests definitively excluded Barnhouse as the
source of the evidence. The Innocence Project also argued that the other key piece of
evidencee.a single hair found on t h-wanediforehsicm’ s | ea
analyst as a def i n4shduld ot havmbeencadmissibleoin cBust.rSnch o u s e
absolute conclusions about hair samples are not considered by the FBI to be scientifically
valid* (FBI, 2015). William Barnhouse was releasedwarch8, 2017, having spent 25 years

in prison (Innocence Project, 2017c).

! In a joint project, the US Department of Justice, the FBI, the Innocence Project, and the National Association
of Criminal Defense Lawyers discoveredtth@icroscopic hair comparison analysts had provided erroneous
testimony or reports in more than 90%tloé cases reviewed (FBI, 2015)



The Innocence Project was also instrumental in the exoneration of Kennedy Brewer.

A key piece of evidence in Brewer’'s convict.i
the multituee of mar ks on the victim s body were ma
revealed that the marks not only did not come from Brewer, but that they were not bite marks

at all (Innocence Project, 2017a). Bebruary 152008, Kennedy Brewer had his

convictions overturned after spending 13 years in prssaven of which were spent on

death row.

How do mistakes like these occur? To answer this question, the National Academy of
Sciences (NAS) created an independent Forensic Science Committee consisting of
representatives of operational crime laboratories, medical examiners, coroners, legal experts,
and a diverse group of scientists. The purpose of this committee was to identify the most
important issues faced by the forensic community and to provide specicimendations
to address these issues. In 2009, the National Research Council published a major report on
the committee’s findings.

The overarching conclusion of the NRC (2009) was that very few forensic disciplines
have developed reliable measures efdlcuracy of conclusions made by forensic scientists.

Il n particular, forensic disciplines that ‘id
analysis) had not established reliable statistics or-intli@idual and intesindividual

variability in their respective fields; in other words, there was insufficient empirical support

for the notion that evidence at a crime scene can be used to identify a single person. One of

the most pressing concerns raised by the NRCtiwegsotential forerroneous congsionsin

forensic sciencdue tobias(see Kassin, Dror, & Kukucka, 2013, for a detailed overvew)

especially in forensic disciplines that make subjective judgments on matching characteristics.

The report raised theeed for a body of research to investigate the source, and effect, of bias

so that practical and effective countermeasures can be developed. Notably, the NRC asserted



that any such research programmes would greatly benefit from research in cognitive

psychdogy. This thesis represtsnone response to this call.



CHAPTER TWO

COGNITIVE SHORTCUTS IN DECISION-MAKING



The world around us is extremely complex. Our brains have to perceive, interpret, and
act on a constant barrage of stimuometimes in very restricted time periods. When driving
a car, for example, we must constantly attend to other cars, traffic jpgloksstrians, and
environmental hazards, and make quick decisions accordingly. The way we react to these
cues is influenced by the context in which they arise. When a traffic light turns orange as we
approach it, for example, we have to make a-spittonddecision about whether or not to
stop. To do this, we have to consider our distance to the traffic light, our speed, and the speed
of the cars in front of us. We are also likely to factor other contextual variables into our
decision: whether we are in arhy) what we know about the timing of the lights and the
typical driving behaviour at this particular intersection, and the likelihood of getting stopped
by police for making a poor decision. How are we able to make such complex decisions in
the moment? Técognitive processes involved are considered below.
Schemas

Our brains have developed the capacity to handle large amounts of information by
breaking everything down into its simplest f
bl ocks of cahgrh2017] po38), scheRae mnits of knowledge-each
relating to one specific object, action, or concept (Rumelhart, 2017; Wadsworth, 2004).
Schemas provide a framework for recognising everything we perceive. Schema activation
facilitates rapid objeatecognition (Sun, Simeback, Gordon, & Teder, 2011) and benefits
memory processing by guiding our attention to what is most relevant or informative in any
given situation (Amato, 1991; Bobrow & Norman, 1975; Fiske & Linville, 1980; Rumelhart
& Ortony, 196; Smith, 1980; Zadny & Gerard, 1974). Schemas can bedda&n through
bottomup processingin which a subschema activates a higher order schema (e.qg., the
activation of theyre schema leads to the activation of ta& schema). They can also be

theay-driven throughtop-down processingn which a higheorder schema activates its



subschemas based on expectations. Accordi

these subschemata derives from a sort of expectation that they will be aldeuotdor

ng

some portion of the input dadimansional,Fectangwakx a mp | e

object that we think might be a car, tte schema activates its subschematyiedfs
windows headlights to determine the goodnessfit of the car schema.

Bottom-up processing. People engage in botteap processing when they
systematically and objectively evaluate incoming sensory information, facts, or evidence
(Fazio, 1990; Fazio & TowleSchwen, 1999). In bottomp processing, schema activation
goes from part to wholewe perceive loweorder units and integrate them into a higher
order schema using dadiaiven reasoning (Bartels, 2010; Kinchla & Wolfe, 1979; Palmer,
1975; Rumelhart, 2017)}-or example, oencountering rosesubschemas atalk petals
andleavesactivate the higheorderflower schema. Further subschemashafrns, petal
shape androse scenactivate the higheorder schema abse allowing recognition to occur.

Bottom-up processing might seem like an ideal way of percgigimd interpreting
incoming stimuli, as it provide us with an objective perception of our environment.
Unfortunately, however, bottomp processing is often too inefficient to manage the large
amounts of information that we encounter. Furthermore, int&ihsawhere incoming
information is ambiguous or incompletérying to read a smudged document, for example
reliance on bottorup processing is simply not possible. In these situations, people use what
is known agop-downprocessingBartels, 2010; Kinchl& Wolfe, 1979).

Top-down processing. Top-down processing occurs when we rely on prior
knowledge and experience, expectations, and context to interpret and understand incoming
information (Bartels, 2010; Frasbftackenzie, Bucht, & Dror, 2013; Kinchla Wolfe,

1979). As well as allowing us to process information more quicklydtwpn processing can

help us to “fild]l in the gaps’ to deduce i

nfo



(Bartels, 2010; Frasemackenzie et al., 2013; Kinchla & Wolf@979). In Figure2.1, for
example, even though the letters in the word are partially obscuredipwapprocesses allow

us to conclude that the obscured letters are more likely Eoaloel A thanF andA.

Figure 2.1 Example of a situation in which tafpwn processing is beneficial.

Heuristics. While bottomup and topdown processes act as scripts for perceiving,
recognizing, and interpreting informatidmguristicsinform our decisiormaking processes
based on the information available (Anderson, R&s) Schallert, & Goetz, 1977; Tversky
& Kahneman, 1974). In a restaurant, for example, our restaurant schema provides us with a
script for looking at a menu, ordering food, eating it, and paying the-but it would not
help us decide what food to ordéteuristics are mental shortcuts that reduce cognitive load
by giving us a set of rules or strategies to follow based on our prior experience (Risinger &
Loop, 2002; Tversky & Kahneman, 1974). Based on the information we access through
schemas, we can dygpheuristics to inform our decisions abedind interactions witk-our
environment (Tversky & Kahneman, 1974). Information processing, therefore, becomes low
effort, allowing us to make quick decisions (Bartels, 2010).

Broadly speaking, there are threedgmf heuristics (Gilovich & Griffin, 2002;

Tversky & Kahneman, 1974Representativeness heuristare used to determine the

probability that an object or a person belongs to a certain category. For example, a man who

10



arrives at a busy park for a blindté with a banker might rely on the representativeness
heuristic to look for the person who is most representative obtrker category (Tversky
& Kahneman, 1974).

Availability heuristicsare used to determine the frequency or likelihood of an event
occurring, based on how many memories of such occurrences can be retrieved. For example,
when asked if there are more words in the English language that begin with theoletier
letterk, people often try to answer this question by thinking of as many words that begin with
each letter. Because it is easier to think of words beginning with would correctly
conclude that more words in the English language starttwitht simply, thevailability
heuristic provides us with the following rule: if many examples of an event can be retrieved
from memory, it is likely that such occurrences have a high frequency or likelihood of
occurring (Tversky & Kahneman, 1974).

Finally, anchoringand-adjustment heuristicare used to make numerical estimates
when uncertain by deciding on a starting point and altering the judgment until a plausible
estimate is reached (Epley & Gilovich, 2006; Jacowitz & Kahneman, 1995; Tversky &
Kahneman1974). As the name suggests, people begin with a reference point and then make
adjustments to this reference point until they have reached what they believe to be the correct
answer (Tversky & Kahneman, 1974). For example, asking people if sharks kilbmore
fewer than 10 people per year will give them an initial anchor of 10. If people are then asked
“how many people are killed by sharks every
value, probably resulting in a different answer than if the irgtiale st i on had been
kil | more or fewer than 100 people per year?

Contextual information. Schemas and heuristics are useful for interpreting our
environment and guiding our behavieuespecially when the information available is limited

or ambguous. These processes, however, relganiextto operate. Contextual information

11



facilitates cognitive processes by giving meaning to an otherwise ambiguous or complex
situation (Anderson et al., 1977; Bransford & Johnson, 1972). In other words, context
facilitates comprehension. In a seminal study demonstrating the importance of context on the
comprehension and recall of novel material, Bransford and Johnson (1972) read the following

ambiguous passage aloud to participants:

The procedure is actually f@ simple. First you arrange things into

different groups depending on their makeup. Of course, one pile may be
sufficient depending on how much there is to do. If you have to go
somewhere else due to lack of facilities that is the next step, otherwise yo
are pretty well set. It is important not to overdo any particular endeavour.
That is, it is better to do too few things at once than too many. In the short
run this may not seem important, but complications from doing too many
can easily arise. A mistakan be expensive as well. The manipulation of
the appropriate mechanisms should be-agtlanatory, and we need not
dwell on it here. At first the whole procedure will seem complicated. Soon,
however, it will become just another facet of life. It isidiift to foresee

any end to the necessity for this task in the immediate future, but then one
never can tell. (p. 722)

The passage referred to washing clothes, but the researchers manipulated if and when this
information was given to participants. Pagtents either learnt of the topic of the passage
prior to hearing it, after hearing it, or not at all. All participants then indicated how much of
the passage they could understand, and were given seven minutes to recall the passage as
accurately as possél

Not surprisingly, participants who were given the topic before hearing the passage
had significantly higher comprehension ratings than participants who were told afterwards or
not told at all. Furthermore, these participants also exhibited bettdroktad passage
content. It appears, then, that knowing the topic helped some of the participants create a
context that they could use to understand the passage; it also provided a mental framework
they could use when recalling it later. Notably, manthefparticipants in the other two

groups reported conducting a mental search for a situation that the passage might relate to.

12



That is, in the absence of contextual information, they tried to create theiororiding
further evidence that we rely on cext for meaningful comprehension of incoming
information (Bransford & Johnson, 1972; see also Dooling & Lachman, 1971; Pichert &
Anderson, 1977).

Schemas and heuristics benefit us by simplifying the complex tasks of categorizing,
assessing probabilitieand predicting values into easier and quicker judgment strategies
based on past experience (Tversky & Kahneman, 1974). Early work in this area was
fundamental to the body of literature on automatic cognitive processes in quick judgments
and decisiormaking Although initial discussions of heuristics and cognitive shortcuts were
met with various critiques and opposition (Cosmider & Tooby, 1996; Gigerenzer, 1991;
Lopes, 1991), the theories proposed by Tversky and Kahneman (1974) have nevertheless
shaped moreecent work on theories of unconscious cognitive processes and decision
making under uncertainty (Gilovich & Griffin, 2002; Kahneman, 2011). Most notably,
research on heuristics and tdpwn processes promoted the idea that people engage in both
initial, reflexive evaluations of incoming information in context as well as more considered,
rational assessments (Gilovich & Griffin, 2002). This idea lead to the development of an
important model of cognitive processighe dualprocess modelwhich suggests that
people engage in either controlled or automatic conscious processes (Evans, 2010; Evans &
Stanovich, 2013). The research by Tversky and Kahneman (1974) also helped frame
discussions and our understanding of how ostensibly rational and logical people could
nevertheless make predictable errors in information processing.

Cognitive Bias

Schemas and heuristics allow people to quickly process a large volume of complex

information in a short time, but inappropriate use-ahd a reliance er-cognitive shortcuts

in situations where reasoning requires mordepth processes can leacctmnitive bias

13



Cognitive bias is an umbrella term used to describe the phenomenon whereby factors such as
past experiences, subjective judgment and interpretation, and outcomegapsar

preferences influence the way we seek, interpret, and recall information (Baron, Beattie, &
Hershey, 1988; Bartels, 2010; Kunda, 1990; Lundgren & Prislin, 1998).

Heuristics are especially vulnerable to cognitive bias. For example, availability
heuristics are used to determine the frequency or likelihood of a phenomenon occurring based
on how many memories of such occurrences can be retrieved. Unfortunately, however, the
number of memories that are retrieved can bias the subsequent judgmentikélyosuch a
phenomenon is to occur. For example, most people think that the likelihood of being killed
by shark is much higher than that of being killed by a cow. Yet in fact cows kill several times
more people annually than sharks do (Centers for Bes€antrol and Prevention, 2018).

This error arises because shark attacks tend to be sensationalised in the media and films,
whereas cow attacks are not. Consequently, people can retrieve more memories of shark
attacks than cow attacks, in turn leadingnhe believe that the former is more likely than
the latter (Kahneman & Tversky, 1996; Tversky & Kahneman, 1974).

Likewise, anchoringandadjustment biases have been shown to lead to systematic
errors in estimation. For example, Tversky and Kahneman JE&kéd participants to
estimate the percentage of African countries who were a member of the United Nations. The
participants were given a starting point by spinning a wheel of fortune, asked to indicate
whether their starting number was higher or lowantthe correct percentage, and then had
to give an estimate of the correct percentag
percentage were biased by their starting point; those who were given a lower starting number
(e.g., 10) gave significantly lowestimates compared to those who were given a higher

starting number (e.g., 65). The anchoring effect was not mitigated by rewards for being

14



accurate (Tversky & Kahneman, 1974, see also: Cervone & Peake, 1986, Epley, Keysar, van
Boven, & Gilovich, 2004; Mrthcraft & Neale, 1987; Wright & Anderson, 1989).

As evidenced by the examples discussed above, cognitive bias can manifest due to
contextual information. Although contextual information is beneficial for the processing of
ambiguous information, it caadso lead to biased interpretation of that information. In Figure
2.2, for example, the character in the centre is ambiguous; it can be seen as either &he letter
or the number 13. How we interpret the character is highly dependent on the context. Those
who process the image vertically are likely to perceive the character as a 13, whereas those
who process the image horizontally are likely to perceive the charact& (&saser

Mackenzie, et al., 2013; Risinger, Saks, Thompson, & Rosenthal, 2002).

I2
AlI3C
14

Figure 2.2 Example of a situation in which context influences the perception of an

ambiguous stimulus (adapted from Frakckenzie, et al., 2013).

Of course, the consequences of perceiving a 13 veiBus e figure above are
minimal. The same cannot be said, however, for manywedd situations. In fact, in some
professional settings, biased decisioaking can have disastreusnd lifethreatening—

consequences; the use of contextual cues can leatede unwittingly favour one decision

15



over another, leaving them unable to make rational, objective judgments (Lewis, 2016;
Nickerson, 1998; Risinger & Loop, 2002).

For example, biased interpretation of information is an alarmingly common
occurrence ithe medical field (Singh, Meyer, & Thomas, 2014). Although gathering patient
information such as chief complaints, appearance, or physical symptoms is usually beneficial
in fasttracking patient care, such imfoation sometimes results irdagnostic hypthesis in
which the search ferand identification a-~symptoms can be influenced by the hypothesis
held by the medical professional. For example, if a doctor suspects that a patient might have
Cushing’ s disease, and Kk nowsshapdddate, tbahdectoc o mmo n
might interpret a round face as being mabiaped (Leblanc, Brooks, & Norman, 2002).

Such errors can result in delayed treatmemt even the administration of incorrect
treatment, with sever e coaymgigeaurer isthelargestor a pa
contributor to adverse events in patients, and can result in preventable deaths or permanent
disability (Baker et al., 2004; Saber Tehrani et al., 2013; Thomas et al., 2000; Zegers et al.,

2009). It is estimated that in the @®ne, misdiagnoses result in 40,88M000 preventable,

in-hospital deaths every year (Leape, Berwick, & Bates, 2002; Newinker & Pronovost,

2009).

Yet while medical errors are highly concerning, they are usually identified (and often
remedied) sooafter the errortakesplacat sual | y because the patien
to improve or deteriorates (Baker et al., 2004; Leape et al., 2002; NelWwokan &

Pronovost, 2009; Saber Tehrani et al., 2013; Thomas et al., 2000; Zegers et al., 2009). This
identification allows decisiomakers to learn from their errors and ideally results in systems
being put in place to avoid similar errors in the future. In contrast, in some professional
settings, there is limited scope for bra$ated errors to be idgfied and remedied. In fact,

such an error might even increase the likelihood of a consequence that the dealston
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sees as a mark of succeSse such setting is the criminal justice system (Edmond et al.,
2017; FraseMackenzie, et al., 2013).

Researchers have identified vast potential for biased decrsaéimg in the criminal
context. For example, forming a hypothesis about a crime early on in a case can result in
police investigators seeking and interpreting evidence in a way that suppotiggbthesis
(O"Brien, 2009). Belief in a suspect’s guilt
for—andfind—s i mi | ari ti es between a facial composi:
Gregory, & Carlucci, 2009). Police interrogators who areddoklieve that a suspect is
guilty ask more guipresumptive questions, use stronger interrogation techniques, and exert
more pressure to obtain a confession (Kassin, Goldstein, &8gavi003). For these
reasons, physical evidenhas long been seas a more definitive form of evidence in police
i nvestigations. Such evidence is considered
evidence is compared (Kassin, et al., 2013), acting as a failsafe against human error. Yet such
a notion misses a crutipoint: even when physical evidence is available in a case, the
ultimate decision about what that evidence means is still made by a person. In fact, research
increasingly suggests that those who work in the area of forensic science are highly
susceptibléo cognitive bias (Kassin et al., 2013). This issue is discussed in greater detail in

Chapter 3.
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CHAPTER THREE

BIASED DECISION-MAKING IN FORENSIC SCIENCE
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Forensic science is a powerful tool in the criminal justice system. Although the
examnation of forensic evidence might only be a small step in a large investigative process,
the conclusions reached by forensic examiners can be extremely persuasivénddest
(DiFonzo & Stern, 2007; Podlas, 2005). In fact, due to popular televismwss$uch a€Sl:

Crime Scene Investigatipmany have noted that jurors place a high level of trust in the

reliability and validity of forensic science evidence (Kassin et al., 2013; Schweitzer & Saks,

2007; Shelton, Kim, & Barak, 2006). Yet it is becomingreasingly clear that such

expectations are out of step with the field. Although it is imperative that the examination and
interpretation of forensic evidence is based on objective standards and elndsede

methodologies (Fraséflackenzieet al., 2A.3), there have been growing concerns that

aspects of forensic scientists’ work- | eave t
making (National Research Council (NRC), 200
Science and Technology (PCAST), 2016).

Indeed, several characteristics of the forensic science process could promote bias.
First, by the very nature of their task and the environment in which they work, examiners are
frequently exposed to potentially biasing contextual information. Fingegpariners, for
example, are likely to visit the crime scene and speak with police investigators; they might
hear that the suspect has confessed, has a criminal record, or has no alibi. Much of this
information is directional; that is, it points the exaaritowards a certain outcome (Kassin, et
al., 2013), which could in turn lead them to examine and interpret evidence in a way that
makes that outcome more likgilthubaiti, 2016; Bressan & Dal Martello, 2002; Carlson &
Russo, 2001; Darley & Gross, 198%ason, 1960)For instance, knowledge of a confession
could lead the examiner to attribute less significance to differences between &.&tent
from the crime scen&@nd a known (i.e., from the suspect) fingerprint (Kassin, Bogart, &

Kerner, 2012; Steanage & Bennett, 2017).
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Second, forensic scientists are required to examine and interpret evidence that often
comes with a considerable degree of ambig{Btydlowe, et al., 2009; Charman, et al., 2009;
Kassin, et al., 2013). A fingerprint at a crimese, for example, could be partial, smudged,
or degraded due to time or environmental processes. According to Kunda (19%@wtop
processes cannot exert undue influence in the face of clear evidence to the contrary, because
reality constrains perceptiovhen evidence is incomplete or degraded, however, the risk of
bias increase@isinger, et al., 2002; Sak’jsinger, Rosenthal, & Thompsa2003).

Third, most forensic science disciplines are plagued by an absence of objective
standards regardingwhatonst i t ut es a ‘ mat ch’ bet ween a ql
known sample (Haber & Haber, 2013). Instead, disciplines involving featum@arisons
(e.g., fingerprint examination, questioned document examination, bullet comparisons) utilise
anAnalysisComparisorEvaluationVerificationmethod (ACEV) (Kerstholt, et al., 2010;
Langenburg, Champod, & Wertheim, 2009; Lewis, 2014), which requires examiners to
determine whether two pieces of evidence are
share thesame source, but gives no set criteria for them to follow. nisurgly, given that
the sefim ciently similar’ has yet to be defi
lack of decision consistency both within and between forensic scientate(l& Haber,
2013; Kassin, et al., 2013). Inste&mlensic examiners compare the features of one piece of
evidence with features from another piece, identifying points of similarity or difference until
they feel able to conclude whether the two sharsahge source i.e.thresholdbased
decision (FraseMackenzie, et al., 2013). Clearly, the more subjective the decision process,
the more risk of biased threshdddsed decisions. In fact, fingerprint examiners in one study
explicitly reported relyingos ubj ecti ve el ements such as the
their decisions (e.g., Charlton, Fradéackenzie, & Dror, 2010p. 389. In other words, the

conclusions made by these examiners were based on the fact that their decision threshold had
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beenmet through subjective interpretations of the evidence. Unfortunately, such an approach
can put examiners at risk of reaching a decision that is in accordance with a desired or
expected outcome (Charlton, et al., 2010; Dror & Hampikian, 2011).

The final factor that is likely to predispose forensic examiners to bias is that they
rarely receive feedback on the accuracy of their decisions. Feedback is essential for learning
as it allows an individual to shape and adapt their behaviour to reduce the frequency o
incorrect decisions (Edmond, et al ., 2017) .
receive, however, is the outcome of a case. And, of course, the outcome of the case is likely
to be influenced in the direction of the evidence presented by tHgitesaxpert. Therefore,
the acceptance of the evidence cannot not se
examiner ' s ac c u rfinder-like thedoceasic scentistis @ot aivarecof the
ground truth (Frasevlackenzie, et al., 2013; ParlQ@3).

Together, all of the issues discussed above can render the forensic scientist vulnerable
to confirmation biasthe tendency to interpret ambiguous information in a manner that is
consistent with a prior hypothesis, and to igreoe display more sctiny towards—
information that holds negative implications for an established hypothesis (Ask, et al., 2008;
Edmond, et al., 2015; Elaad, 2013; Frageickenzie, et al., 2013; Haber & Haber, 2013;

Kassin, et al., 2013; Kukucka, Kassin, Zapf, & Dror, 20lickBrson, 1998; Saks, et al.,
2003).

The landmark demonstration of confirmation bias was conducted by Wason (1960). In
his -dirsudcevery’ experiments, Wason (1960) pre
numbersffiples), which conformed to a ruleesby the experimenter. Participants had to
propose new triples that would help them discover what the rule was; the experimenter told
them whether or not their proposed triple conformed to the rule. For example, a participant

given the tar@etmitghtollypg@thelsi ze that the r

21



number s’ . There are two ways to test such a
positive hypothesis tesh which they propose a triple they believe would fit the rule (e.qg.,

10, 12, 14); or anegative hypothesis tegt which they propose a triple they believe would

not fit the rule (e.g., 1, 2, 3). Wason (1960) found that participants were reluctant to engage in
negative hypothesis testing, even when it would have revealed seftg mformation about

the rule. This tendency to default to a positive test strategy can produce misleading feedback

in support of a hypothesis by neglecting its falsification.

A growing body of research suggests that similar effects can pose a problem in the
analysis of forensic evidence. Most notably, exposure to contextual information can lead to
biased decisiomaking in forensic examiners. Such effects have been demonstratedde
range of forensic disciplines, including fingerprint examination (Charlton, et al., 2010; Dror,
Péron, Hind, & Charlton, 2005; Dror, Charlton, and Péron, 2006; Langenburg, et al., 2009;
Osborne & Zajac, 2015; Searston, Tangen, & Eva, 2015)dslam pattern analysis
(Osborne, Taylor, Healey, & Zajac, 2016a), handwriting examination (Kukucka & Kassin,
2014), forensic anthropology (Nakhaeizadeh, Dror, & Morgan, 2014), and even DNA
analysis (Dror & Hampikian, 2011).

In a seminal study in thisea, Dror, Charlton, and Péron (2006) explored the
influence of contextual information on decisioraking in fingerprint analysts. The authors
recruited five fingerprint experts and tested them using a wsthijects design. Participants
judged a pair ofihgerprints that-unbeknownst to themthey had identified as a match five
years earlier. To create the expectation that the prints did not match, the experts were told that
the pair was from a higprofile FBI case of misidentification (the Madrid bombese&asee
Office of the Inspector General [OIG], 2006; Stacey, 2004). Only one of the five experts
remained consistent with their original judgment and declared the prints to be a match. Of the

ot her four experts, one c handtheotherthieediractlyde ci s i
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contradicted their previous decision by declaring amatch. According to Dror et al.
(2006), the study demonstrates that fingerprint experts are susceptible to erroneous decision
making when exposed to misleading contelinf@rmation.

While these findings are striking, there are limitations as to what they allow us to
conclude. In particular, Dror et al. (2006) based their conclusions on the findings ef a one
trial experiment in which exposure to contextual informati@s wot the only variable in
play. Previous research has shown, however, that there is considerabtapetrtavariability
among forensic scientiststhat is, evenwithoutexposure to other information, experts
sometimes change their judgments about theesstimuli over time (Dror & Rosenthal,
2008; Ulery, Hicklin, Buscaglia, & Roberts,
(2006) findings were attributable to misleading information, the absence of a control group
means that caution is warradtin the interpretation of their data. Dror and Charlton (2006)
addressed this shortcoming in a folleyw study by including control trials in which the prints
were not accompanied by contextual information. As expected, some degree of decision
change wasbserved regardless of the contextual manipulation, but the presence of
contextual information was associated with more changes, and these changes were
disproportionately made in the directiohtlee information suggesting a match

Similar findings havemerged in other forensic disciplines. For example, forensic
anthropologists-who often are tasked with providing a biological profile of a deceased
person by examining their skeletal remairmetimes rely on visual methodologies that are
non-metric and rquire the examiner to make a variety of subjective judgments (Byers, 2016).
To show how these judgments can be shaped by contextual information, Nakhaeizadeh, Dror,
and Morgan (2014) presented participants with pictures of real skeletal remains, and asked
them to determine the individual’'s sex, ance

received information suggesting that the deceased was male, one group received information
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suggesting that the deceased was female, and a control group recetoedeaxtual

i nformation. Participants’ estimation of the
groups. In the control group, 31% of participants determined the remains to be male, and 69%
determined the remains 72% df martidipantszdnaudedthat t h e
the remains were male, while 100% of partici
remains were female. Nakhaeizadeh et al. (2014) proposed that the contextual information
resulted in selective attention to sifiedeatures of the evidencand that examiners might

have even given more weigiat the information than to the physical evidence itself.

Sometimes, the mere context of the criminal investigation process is enough to create
contextdriven expectationfKassin, et al., 2013; Lange, Thomas, Dana, & Dawer, 2011). For
example, the mere fadiat a fingerprint comes from a suspeatild result in an assumption
of guilt (Ask & Granhag, 2005). Indeed, Lange et al. (2011) argue that characteristics of the
legalsystem can promote questionable interpretations of ambiguous evidence. In their study
on the interpretation of auditory evidence, participants heard degraded audio statements from
the person they believed to be either the suspect or the interviewetaféments were all of
a benign nature and contained no incriminat:.
what i1t’'d done to him”. Lange ‘suspkct{20fié&nat
contextdriven expectations, biasing participatuward hearing falsely incriminating
statements in the recording. Participants who had been led to believe the statement came from
the suspect were 4.56 times mor el didnekcel vy t o h
him” instead o flsawwhaigtodiainsec aroe dhiwih’enf emphasi s
concerning was the finding that participants were as confident in their accurate interpretations
as they were in their misinterpretations (Lange, et al., 2011).

Holding expectations of the outcome of aamination, however, is not the only

factor that could bias forensic examiners; more subtle forms of context have also been shown

24



to influence decision®ror, Péron, Hind, and Charlton (2005) presented participants with 96
pairs of fingerprints and askéldem whether or not each pair was a match. In some trials, the
prints were preceded by leemotion or higkemotion crime scene photos. The authors
observed that prints accompanied by heghotion photos were more likely to be declared a
match, but only whe the prints were ambiguous. When the prints were a clear match or a
clearnormat ch, the additional information had no
decisions. Dror and colleagues proposed that, in the absence of clearinottiana,
particippnt s exposed to highly emoti edovenl context
processes (Dror et al., 2005). Indeed, forensic examiners themselves perceive that emotional
context affects their decisions (Hall & Player, 2008).

Follow-up work by Osborne andajac (2015) and Zajac, Barrett, Osborne,
Hegermann, and Kouwenhoven (2018) controlled for two possible ceexpgamations for
Dror and coll eagues’ data: (1) because the p
emotional intensity, it is possibleahparticipants simply made more matches over time; and
(2) it is possible that exposure to any contextual informatioat just crimerelated
information—could affect decisiomaking when evidence is ambiguous. In a series of
studies using an adaptedversi of Dror et al.’'s (2005) parad
highly emotional photos indeed made participants more likely to declare two ambiguous
prints to be a matekbut only when those photos were crinedated. Norcrimerelated
photos that were matctie f or emoti onal intensity did not

It is clear, then, that the emotional context alone cannot account for effects like those
seen in the research described above. Another possible explanation for the effects of these
moresubtle, less directional forms of context is that exposure to contextual information can
result inmotivated reasoningfMot i vat ed reasoning influences &

cognitive strategies applied in a given situation depending on what the goai sitdation
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is, and can be divided into tveategories: the motive to arrive at the accurate conclusion
(accuracydriven), or the motive to arrive at a particular, desired, conclusion (direction
driven). If a person is accuradyiven in a given situatig then they will rely on beliefs and
processes that will ensure the correct outcome. If, on the other hand, the person is-direction
driven, they will use cognitive strategies that are most likely to result in the desired
conclusion (Kunda, 1990). Althoudfoth types of motivated reasoning are vulnerable to
cognitive bias, accuraegriven reasoning is less vulnerable than direetdoaen reasoning
(Kunda, 1990). This is because the motive to arrive at the correct conclusion leads people to
engage in moreeagp and careful cognitive processing. In contrast, the motive to arrive at the
desired or expected conclusion makes people susceptible to confirmation bias (Kunda, 1990;
Lundgren & Prislin, 1998; StuaVindschitl, Smith, & Scheref017).

Although forensic scientists should be accuratryven, the nature of their work can
render them vulnerable to becoming directtsiven through a need for cognitive closure
(NFC)—atermusedtodescriden i ndi vi dual ' s desire to reach
resole confusion and ambiguity (Ask & Granhag, 2005; Webster & Kruglanski, 1894).
gualitative study by Charlton et al. (2010) suggests that forensic scientists are motivated to
achieve closure. Fingerprint examiners expressed an explicit desire to avesdlee r
ambiguity, and reported feelings of satisfac
that helped them achieve closure on the case. Of course, in the forensic context, the decision
that is most likely to achieve closure is to link the crsoene evidence to the suspect.

It is important to acknowledge that biased decismaking does not always result in

erroneous conclusions. I n Nakhaei zadeh et al
earlier, for example, the skeletalremamad or i gi nal ly been det er mi
female’”. This means that in the *‘female’ gro

participants towards what most would consi de
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t he exami ner arécored oradt, hosvever ithe data suggest that they used task
irrelevant information to inform their opinion. In other words, the contextual information may
have led the participants to the correct conclusion, but for the wrong reasons. It is the job o
any forensic scientist to make an independent judgment about the evidence based on the
relevant physical evidence alone (Kukucka, 2014). When evidence is presented in court, it is
typically assumed by the judge and jury that the evidence is indepeadémne piece of
evidence iIis not “tainted” by another (Hasel
can be thought of as doubl e counting, where
counted twice, resulting in the body of evideneedming greater than the sum of its parts
and making individual items of evidence more convincing to the jury than they should be
(Kukucka & Kassin, 2014; Osborne et al., 2016).

In acknowledgement of these issues, the National Research Council (NRThag09
called for the development of research on the effects of cognitive bias in the forensic
sciences, especially the development of research programmes on human error and bias in
forensic examination. Suggested areas of research include studies tbed thekffects of
contextual i nformation in forensic examinat:.
to what extent the results of forensic analyses are influenced by knowledge regarding the
background of the suspycdaf atnhde tdcaes @ ’'nv(edRG,g a2z
fundamental goal of this thesis is to contribute to this area of research by investigating a
forensic discipline that, until recently, has been largely ignored: forensic handwriting

examination.
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CHAPTER FOUR

FORENSIC HANDWRITING EXAMINATION
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The examination and comparison of handwriifay identification is considered to be
the oldest of all the forensic sciences (Risinger & Saks, 398@¢n dating back to Roman
Law in 539 AD (Koppenhaver, 2007). Handwrgiidentification is based on tipeinciple of
individuality, which assumes that no two people write in exactly the same way (Osborn,
1929; Koppenhaver, 2007; Lewis, 2014). The notion of handwriting individuality dates back
many centuries and is still agted in modern society, as demonstrated by the widespread
use of signatures as proof of identity or agreement on legal documents (Lewis, 2014).

The primary task of a forensic document exanfireto determine whether two or
more handwritten items were written by the same person. Document examiners analyse a
wide variety of questioned documents, including land title documents, bank withdrawal slips,
medical prescriptions, threat letters, wilisid purchase receipiBhe examiner must consider
many different aspects of the evidence including, but not limited to, writing pressure, fluency
and speed, slant, direction of travel of the writing, consistency of letter formation, and the
spatial relatiaship between letters and word@®. do this, examiners independently assess the
“pictorial, structural, and |ine quality fea
writing speci men-sdknowBaniple ad questtofetsdmplefo. 1)
determine whether the two sets are: (1) sufficiently similar to conclude that they were
produced by the same person (i.e., genuine); (2) sufficiently dissimilar to conclude that the
two sets of writing were produced by two different persons {oeged); or (3) produced by

the same person, but altered (i.e., disgdis@lyer, Found, & Rogers, 2006).

2There are many different types of handwriting evidence (e.g., letters, signatures, written Ramtbs) sake

of simplicity, | refer to all of thesedshandwr i ti ng’ unl ess stated other wise.
3 Handwritingexamination is one part of the larger discipline of questioned document examination. Forensic

document examiners also conduct other examinations, including inderited examinations, alternate light

source examinations, and printing process examinations (SWGDOC, 2018).

“Writing that is forged or disguised is—st®mesed mes di s
to indicate that the questioned Wi is unnatural butouldstill have been produced by the same aughor

person might disguise their writing, for example, with a view to dengirtigorship at a later tife
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The analysis of handwriting is particularly challenging becatisecontrast to many
other forms of forensic evidenedwo samples of handwritingdm the same author are
never identicdl That is, all handwriting contains natural variation, such that no one person
writes exactly the same way twice (Lewis, 2014; Koppenhaver, 2007; Osborn, 1929).
Consequently, whereas the quality of impression eveléinom fingerprints and shoe prints,
for example) remains stable, multiple samples of the same handwriting produced by the same
author will always vary to some extent (Koppenhaver, 2007).

How, then, do document examiners distinguish tatriier variation from interwriter
variation? The forensic examination of questioned writing is usually conducted in three
phasesanalysis comparison andevaluation(the ACE method) (Huber & Headrick, 1999;
Lewis, 2014; Scientific Working Group for Forensic DocumexarBination [SWGDOC],
2000;). First, the examiner performsamalysisof the questioned writing in the absence of
the known writing. Here, the examiner determines the type of writaggessing its internal
consistency, the range of variation, and the pres®r absence of any potentially identifying
characteristics. Next, following the same steps, the examiner performs an analysis of the
known writing, in the absence of the questioned writing. The document examiner then
conducts a sidby-sidecomparisorof both writings, assessing the comparability of the items
of writing, and looking for differences and similarities. Finally, the examiner makes an
evaluationof the evidence. In this step, the examiner considers the significance of the
similarities and diierences, and the limitations of the analysis (e.g., missing charaeters)
both individually and in relation to the rest of the writing. For example, a document examiner
has determined that the lettefooks different between the questioned and known vgiitin

but also needs to consider the significance of this difference in relation to the rest of the

51n fact, if two pieces of handwriting look identicttis is typically indiction of forgery using dracing
method(Lewis, 2014).
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writing. If only theE looks different, then it is not significant enough to conclude that the
guestioned and known writing were written by different persibnan the other hand, the

looks different, but so do several other letters, this accumulation of differences could lead to
an overall opinion that the writer of the questioned document did not write the known
document (Lewis, 2014; Osborn, 1929; SWGDQQ@)O0). The examiner then forms a
conclusion ranging frondentification( i . e. , “John Doe wrote the (¢
inconclusiv( i . e., “I1 am unable to determine whet he
mat er ielavinatipn( i o e .

, “hobnwbhDoéeéedtthe questioned

2000). See Figuresland4.2for an example of handwriting examination in practice.
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Figure 4.1.A copy of a ransom note, taken from the FBI files (FBI, n.d.).
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Figure4.2Charts used by FBI handwriting experts
on the ransom note (FBI, n.d.).

Validity and Reliability of Forensic Handwriting Examination

Although the forensic examination of handwriting has existed as a discipline fo
centuries, it is a scientific field that nonetheless lacks a strong empirical foundation (NRC,
2009; Risinger & Saks, 1996). Traditionally, those who worked in this field were self
proclaimed experts, whose expertise was attributed to their experigsieaf the criminal
justice process-for example, postal inspectors and bank tellers, who scrutinised handwriting
daily (Risinger & Saks, 1996).

I n contrast, today’'s document examiners |
through mentoringeixtbooks and journal articles, professional development workshops, and
practical experience (Bird, Found, Ballantyne, & Rogers, 2010a). The American Board of
Questioned Document Examiners (ABQDE) maintains standards of qualification, certifying
applicantsvho comply with ABQDE requirements. Certification by the ABQDE applies to

residents of the US, Canada, Australia, and New Zealand. Applicants must have a university
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degree and have completed a-tuthe training period of at least two years in a forensic
laboratory recognized by the ABQDE. The appli
the basic requirements described by SWGDOC, they must be actively engaged in the practice
of forensic document examination, and they must demonstrate a record of appropria
professional activity (ABQDE, 2014).
Despite the current stringent criteria for becoming a document examiner, some
academics still question the validity of forensic handwriting examination and its purported
experts. Risinger and Saks (1996), for exanasserted that forensic handwriting
examination is not a science due to its static natiteprinciples have not changed in nearly
a century, with modern document examiners still relying on techniques described by Osborn
in 1929. These authors also aeduhat the discipline suffers from a lack of organized
reporting and publications of observations for empirical testindhat i s, t her e i s
taxonomy of sufficient refinement to yield dependably quantified data, or dependably
comparable observanos of any refinement” (Risinger & S
The concerns raised by Risinger and Saks (1996) led several researchers to conduct
studies testing the prof es fsiinjamcantrolledl settimynsi ¢ do
(seeTable 4.2for a summary of results). Kam, Fielding, and Conn (1997), for example,
asked document examiners and lay people to compare pairs of documents and to determine
whether they had been produced by the same persopebge were six times more likely
to incorrectly conclude that two pairs of documents had been written by the same person.
And although the authors did not provide data on this point, they did note that document
examiners were much more likely than lapple to conclude that there was insufficient
evidence to determine authorship, thereby preventing them from erroneously matching items

from two different authors.
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Table4.1
Results of Studies Investigating Handwriting Comparison Abilities of Doclirantiners and Laypeople.
Study N participants N trials Type of questioned writing % Correct % Incorrect % Inconclusive

QDEs Laypeople QDEs Laypeople QDEs Laypeople

Kam et al. 105 QDEs 144 Forged handwriting - - 6.5% 38.3% - -

(1997) 41 laypeople Genuine handwriting

Kam et al. 69 QDEs 6 Genuine signature 85.9%  70.0% 7.1% 26.1% 7.1% 4.3%

(2001) 10 laypeople Forged signature 96.1% 92.0%  0.5% 6.5% 3.5% 1.4%

Sita et al. (2002) 17 QDEs 150 Signature 54.8% 57.1% 3.4% 19.3% 41.8% 23.6%
13 laypeople

Dyeret al. 9 QDEs 32 Signature 77.8%  45.3% - - - -

(2006) 12 laypeople

Found & Rogers Unavailable 29,811 Genuine signature 85.0% 2.2% 12.8%

(2008) Forged signature 45.3% - 3.4% - 51.3% -

Disguised signature  26.9% 18.0% 55.1%

Bird et al. 11 QDEs 140 Handwriting 73.8%  80.1% 3.4% 11.4% 23.5% 8.4%

(2010b) 10 laypeople

Kam et al. 19 QDEs 8 Genuine Handwriting 94.3%  66.8% 0.0% 17.6% 5.7% 15.4%

(2015) 26 laypeople Forged handwriting 81.7% 57.2% 10.0% 32.7% 8.3% 10.0%

Note QDE indicateQu est i oned DocumeinndEcamesnerhe attthors did not provide t
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Bird and colleagues (Bird, Found, & Rogers, 20ddmpared how well document
examiners and lay people could distinguish between natural and disguised handiiréeing.
two groups displayed very different response profiles, with document examiners making
significantly more inconclusive judgments. When they did give an opinion, document
examiners were significantly more accurate than lay people (Bird, et al., 20b@bpattern
of findings is consistent with those of other studies, including those examining signature
comparisons (Kam, Gummadidala, Fielding, & Conn, 2001; Sita, Found, & Rogers, 2002).

According to Bird et al. (2010a) and Kam et al. (2001), the exggenfidocument
examiners lies in their significantly lower error rate relative to lay people. Becaysedple
are less likely to make inconclusidecisions, however, they are also more likely to accrue
more incorrect opinions. It can be argued, thieat locument examiners outperform lay
people because the former are better at recognising that they do not have sufficient
information to complete the task (Towler et al., 2018).

To examine this possibility more closely, Sita et al. (2002) analyseditteaiin
terms of * cdhatlisetals in wipch a participant did not make an inconclusive
deci sion. According to Sita et al. (2002, p.
rates when subjects were prepared to express an opitienthan inconclusive and are
arguably the rates with most significance for legal determinationy e mphasi s added]
called opinion trials, the document examiner group exhibited an error rate of 5.8%, compared
t0 25.3% in the lay sample (see Kafthichandani, & Hewett, 2015, for similéindings).
That is, even when inconclusidecisions were omitted, document examiners made fewer
errors than lay people. Notably, Sita et al. (2002) also found that document examiners
attained lower error rates wiéhe signatures were simulated, relative to when they were
genuine. This pattern of findings is likely due to document examiners preferentially

interpreting points of difference as evidence of simulation, rather than to the natural variation
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in the writing. Interestingly, document examiners made more correct decisions when
signatures were highas opposed to mediumin complexity. According to Sita et al.

(2002), there is logic to the notion that it is easier to spot a forgery when a signature is
complex; tle more complex a signature is, the more difficult it is for a simulator to reproduce
it.

There appears, then, to be some validity to the purported expertise of document
examiners, but it remains unclear what exactly makes document examiners expedasPrevi
research in other domains suggests that expertise offers an advantage in the use of visual
information to search for important features that aid in prolgelving (Knoblich, Ohlsoon,

& Raney, 2001; Reingold, Charness, Pomplum, & Stampe, 2001; RuzstisP& Spinelli,

2003). According to Dyer et al. (2006), the human examination system relies on two
components: the cognitive system, which makes decisions about the significance of features
in the evidence; and the visual system, which is used tolsgarimportant features in the
evidence. The studies discussed previously focused on the cognitive system and the final
opinion given by participants, essenydileating participants like a bladiox, with visual

images as the input and opinions asabgut. Dyer et al. (2006), however, argue that to

fully understand document examiner expertise, it is necessary to investigate what happens in
the blackbox duringthe examination. Therefore, an alternative method for investigating how
experts differ fran lay people involves examining visual attention.

Dyer et al. (2006) designed a visual attention experiment to investigate whether
document examiners and lay people differ in the process by which they examine questioned
signatures. More specifically, the authors sought to discover what features oftarsigna
document examiners and lay people pay attention to when determining authorship. Using
eyetracking software to measure visual attention during a questioned signature comparison

task, the authors found that there were no behavioural differencesaaytibat document
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examiners and lay people devoted visual attention to signature features. Dyer et al. (2006)
therefore suggested that, rather than a superior visual search for features in the signature, the
superior accuracy of the document examinergceslan enhanced cognitive system and
improved processing of the visual features in the signatdrksly developed through
training and experience in the field.

Although the evidence suggests that document examiners are better than lay people at
forensichandwriting examination, it is important to note that document examiners are by no

means immune to error. Found and Rogers (2008) used a novel method to investigate

potential contributors to document elxaminers
into document examiners’ daily workflow, res
afveyear period. Close inspection of Found an

of inconclusive and incorrect decisions differed as a functioneoh#ture of the questioned
signatures. Specifically, document examiners were less likely to make mistakes on
guestioned signatures that were genuine or forged, relative to questioned signatures that were
disguised. More than half of the opinions on disgdisignatures were inconclusjmit
when document examinedl&d give an opinion it was incorrect 40% of the time. According to
Found and Rogers (2008), when a signature is disguised or complex, document examiners
have difficulty deciding which alternativauthorship explanation is the most probable cause
for the observed combinations of similar and dissimilar features. When experiencing such
difficulties, document examiners will default to attributing any observed dissimilar features to
differing authorstp rather than to intravriter variation.

Although such a strategy might result in a higher accuracy rate when a signature is
forged, it could increase errors when a signature is genuine, especially if a document
examiner has been exposed to eatated catextual information (Kukucka & Kassin,

2014). As discussed in Chapter 3, exposure to contextual information could increase forensic
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scientists’ motivation to solve a case (Char
suspect’ s g uGhdrlton, Z0@6; Npkhaeizddehetral., 014). In combination with

a tendency to mistake intwariter variation for differing authorship, exposure to contextual
information could place document examiners at particular risk of making the very error that is

most likely to result in a miscarriage of justice. The overarching goal of this thesis is to

investigate contextual bias in handwriting examinations, and specifically in the examination

of signatures.
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CHAPTER FIVE

OUTLINE OF THE RESEARCH
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Forensic scientists operate under the assumption that, through a thorough examination
of the evidence, they can identify the source of that evidence. Recent research, however, has
called into question the validity and reliability of many of the forenscigiines, including
fingerprint examination (Charlton et al., 2010; Dror et al., 2005; Dror et al., 2006;
Langenburg et al., 2009; Osborne & Zajac, 2015; Searston et al., 2015), bloodstain pattern
analysis (Osborne et al., 2016a), handwriting examin@iakucka & Kassin, 2014), and
even DNA analysis (Dror & Hampikian, 2088w hi ch i s gener ally consi
standard’ against which all other discipline
Krauss, 2008). One reason for this shift in attittcdeards forensic science is the growing
concern about forensic scientists’™ vulnerabi
in the investigation process result in undue reliance owldep processing and, in turn,
biased interpretations of tleidence. The field of handwriting analysis is likely to be
particularly susceptible to bias, because examiners in this field are asked to opine on a
product of a human behaviour that varies wideguven across samples written by the same
person (Koppenhaveg2007; Kukucka & Kassin, 2014).

In this thesis, wexplored the effects of contextual information on the examination
of handwriting, with a focus on signature comparis@ignatures are unique and highly
specialised items of handwriting (Park, 2008)ere exists only a small amount of
comparable material for any questioned signatures which makes it challenging to attribute
significance to similarities and differences (Giles, 2004). In fact, signature analyses and
comparisons is one of the most chadjang and difficult areas of document examination
(Bird et al., 2010; Osborn, 1929; Park, 2008). Bias is more likely to manifest in cases where

the data are limited or ambiguous (Kassin et al., 2013; Kunda, 1990; Lange et al., 2011),

5 While the work in this thesis is my own, | received advice and feedback from my supervisor and a postdoctoral
fell ow. |l use the term “we” to reflect these facts.
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especially if contextal information supporting one outcome over the other is present (Ask et
al., 2008; Dror et al., 2005; Page et al., 2012). As such, document examiners may be
especially vulnerable to contextual bias in sighature comparisons.

The thesis comprises two labtwey-based experiments investigating context effects

in | aypeople’ s examinations of questioned

S

met hods to explore questioned document exami

management. The purpose bétaboratorybased experiments was to develop signal
detection paradigms that could eventually be used to test for context effects in forensic
examiners. Using signal detection frameworks to explore contextual bias in forensic
examiners is a novel apprda@nd as such we thought it best to test these paradigms on
laypeople first.

Chapter 6: Can Contextual Information Influence Laypeople’s Determinations of
Genuine and Forged Signatures?

Handwriting exarmers rarely examine questioned handwriting in the absence of
potentially biasing contextual information. For example, they often have access to the details
of the offence, and might also be informed about the criminal history of the suspect, whether
thatsuspect has confessed, and other laboratory results. Furthermore, the environment in
which the handwriting examiner works (e.g., a police laboratory) has inbuilt expectations that
the suspect is guily-increasing the risk that the handwriting examiner agline that the
guestioned sample is forged.

In Study 1A, we used a signal detection framework to examine how these kinds of
context might affect theutcomeof a signature examinatiomo do this, we presented
participants with a series of questionechsiires, each accompanied by four known

signatures. In each trial, participants were required to determine whether the questioned
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signature was genuine or forged. In a withubjects fashion, we manipulated whether trials
were accompanied by contextualarmation suggesting that the signature was forged.
InStudy 1B, we changed the dichotomous *‘forged
a more sensitiveforcechoi ce confi dence rating of ‘“sure
‘“guess for ggeedd’ .t ol h'issurae Ifoomed us t o measure
their decision. We also changed the contextual information so that it could be presented
directly alongside the questioned and known signatures.
Chapter 7: Can the Way that Laypeople Evaluate Questioned Signatures Change the
Effect of Contextual Information?
In Chapter 7, we considered how contextual information might affect not only the
examination outcome, but also the examinapmtess Although Sulner (2014) suggested
several ways in which handwriting examination processes might become biased, studies have
yet to investigate the effects of contextual information on the handwriting examination
process (Kukucka., 2014). The aimSttidy 2 was to fill this gap in the literature.
As in Study 1, we presented participants with a series of questioned and known
signatures, some of which were accompanied by information that contained directional cues
to suggest a forgery. Prior to determinimigether the questioned signatures were forged or
genuine, however, participants were required to identify points of similarity or difference
between the questioned and known signatures. In this way, we could assess the influence of
contextual informationmthe way in which lay people make their decisions.
Chapter 8: What are Questioned Document Examiners’ Perspectives on Managing
Contextual Bias?
Academic commentators have suggested several strategiesié@timg cognitive
bias in forensic science. Although academics

those efforts have typically taken place in the absence of meaningful consultation with
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stakeholders. Current recommendations in the literatorexample, do not take into
account the practical constraints of forensic work; instead, they focus on how context

management pcedures might be effective in idesmienarios. Recommendations in this area

have a ‘one size f i tfactthdtnhotall comegxtmanagement ne gl ect

strategies are feasible for all forensic disciplines, or for both institutional and privately

organi zational structures. This disparity

has led to a reluctanceofn the forensic science community to adept even consider

such recommendations (Budlowe et al., 2009; Budlowe, 2010; Butt, 2013; Evett, Berger,

Buckleton, Champod, & Jackson, 2017; Thornton, 2010). In particular, there is uncertainty

and disagreement abo (1) what contextual information might be relevant/irrelevant to the

forensic scientist; (2) the circumstances under which context management is necessary; and

(3) the specific context management procedures that will be realistic and effective icepracti
In Study 3, we took a closer look at these issues by examining the current state of

contextual information management in forensic handwriting examination. The broad aim of

this study was to discuss the issue of cognitive bias with questiamelivriting examiners,

to determine what types of contextual information examiners consider to belasknt,

and to seek input regarding which context management strategiearadere netfit-for-

purpose.
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CHAPTER SIX

STUDY 1: CAN CONTEXTUAL INFORMATION

INFLUENCE LAYPEOPLE’S DETERMINATIONS OF

GENUINE AND FORGED SIGNATURES?
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Achieving objectivity is particularly difficult for the handwriting examiner because of
handwriting’ s “dynamic function” (MNMiaddl er, 19
fingerprints have stable features that can be defined prior to analysis (e.g., the rarity of certain
minutiae, or the likelihood of certain alleles corresponding; Cappeli, Ferrara, & Maltoni,

2012; Luftig & Richey, 2001), the features of importanc@niqueness in a handwriting

sample cannot be predefined (Osborn, 1929). Furthermore, while fingerprints and DNA
remain stable over ti me, a person’s handwrit
the writing surface, medication, or writingqea Even the same sentence copied several times

in the same time period and under the same conditions can show considerable variation

(Morris, 2000). For the handwriting examiner, distinguishing between mténtrawriter

variability is therefore crual (Koppenhaver, 2007; Lewis, 2014). Another troublesome

factor is a lack of institutional information providing an objective reference point for the

rarity or commonality of individual handwriting features, meaning that the main point of
referencewila | ways be the examiner’s own experienc
resulting subjectivity in the comparison process (Miller, 1984; Sulner, 2014) leaves

examiners vulnerable to tagkelevant factors that could bias their decisions (Sulner, 2014).

Cogniive bias in handwriting analysis can manifest in several ways, most of which
are due to exposure to contextual information. Accordirfgptind and Ganas (2013), there
are three primary sources of biaslucing contextual information in this field. The firsthe
context of the examinatios with many forensic science disciplines, handwriting analysis
is often conducted within policing institutions, where investigators typically submit known
materials of only one perserhe suspeetfor examination. Foundnd Ganas (2013)
suggested that such a system leads to an inbuilt expectation of the suspect being the writer of
the questioned document, because the known sample always comes from an individual the

police believe is guilty (Lange et al., 2011).
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The secod potential source of contextual information is doeumentation related to
each caseSpecifically, paperwork that accompanies evidence submitted for examination
often contains information that is taskelevant for the document examiner. This might
include, for example, nedirectional cues that create a motivation to solve the case (e.g., the
nature of the alleged offence) or an explici
history; Found and Ganas, 2013).

The final potential source obatextual information in handwriting analysis is fdoe
facecommunicationBecause most forensic science analyses are conducted within policing
institutions, conversations between investigators and forensic examiners are common, and
can lead to the trangssion of taskrrelevant information (e.g., that the suspect has
confessed to the crime; Saks et al., 2088)ilar exchangesan also happen via telephone or
email (Found & Ganas, 2013). Examiners might also be made aware of what their colleagues
havepreviously concluded when asked to review their findings (Kassin et al., 2013).

How might these factors influence the examination of handwriting? Miller (1984)
conducted the seminal study aimed at answering this question, by asking two groups of
documenexaminer trainees to examine and compare handwriting samples for a criminal
investigation. Both groups were given a summary of facts about the investigation, the
suspect’s name and exemplars of his handwrit
foundon suspicious cheques. Miller (1984) informed participants in Group 1 that the
handwriting exemplars came from the suspect, and that two witnesses reported having seen
the suspect write out and pass the cheques. Participants in Group 2 were not given this
additional information; instead, they were given two additional comparison items from two
additional suspects and asked to examine the comparisons provided by all three suspects to
determine if any of them wrote any of the questioned cheques. In reahiy of the

guestioned cheques had been written by any of the suspects. Four of the six examiners in
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Group 1, however, concluded that the handwriting on the questioned cheques matched the

exempl ars of the suspect’s hagunablwtomakeang; one

decision and only one participant correctly reported amatch. In contrast, all six

examiners in Group 2 correctly reported that none of the suspects wrote the questioned
cheques (Miller, 1984). According to Miller (1984), these fnydi provide the first piece of
empirical evidence to suggest that the analysis and comparison of handwriting is susceptible
to context effects.

More specifically, Miller (1984) posited that his findings were highly specific to the
nature of handwriting atysis. He noted that, in any handwriting comparison, it is always
possible to note both similarities and dissimilarities in the evidence. If the samples are very
similar, then it becomes easier to note similarities, while dissimilarities are less obvious.
Miller (1984) proposed that handwriting samples that are highly similar might serve to
enhance any prexisting bias towards a match (i.e., the suspect wrote the questioned
writing), and lower the threshold for making that conclusion. He noted that gweas

possible that the similarity between the handwriting samples provide further enhancement of

the participants’ expectation that the suspe

However, another possible explanwwti on
experimental groups used different methods of comparison. Unlike Group 1, who saw only
one exemplar from the suspect, Group 2 examined handwriting samples from three different
suspects. The latter group essentially carried oevatence linaup—one d the methods
that has been proposed to increase objectivity in forensic science (Saks et al., 2003; Wells,
Wilford, & Smalarz, 2013) (See Chapter 8, for a detailed discussion). It is therefore
conceivable that the method of comparisaather than the absee of contextual

information—i s accountable for Group 2's better
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Kukucka and Kassin (2014) addressed this by investigating the potential for
confessions to influence perceptions of handwriting eviders&n when the comparison
method was held constant. When lay participants were told that the defendant had confessed
to a bank robberreven though the confession was later recanted due to claims of
coercior—they were more likely to incorrectly implicate the defendant as the author of a
hold-up note. In a followup study, the authors asked laypersons to judge the same
handwitten notes at two different time points. Participants were shown eight pairs of
handwriting samples; they were asked to rate each pair on similarity and indicate their
confidence that the samples matched. Between five and nine days later, participants we
assigned to one of three conditionsnfessiorpresentin which they read a case summary
that mentioned a recanted confessminfessiorabsentin which they read a case summary
that did not mention a recanted confessiorgamtrol, in which they @l not receive any case
information. Participants were then asked to judge one pair of handwriting samples they had
examined earlier. Participants in the confessimesent condition were much more likely to
conclude that the handwriting samples mateh#tht is, that the defendant wrote the haoful
note—at Time 2 than at Time 1. In contrast, participants in the confeabigent and control
conditions showed no significant change in judgments over time (see Figure 6.1). Participants
in the confessiopresemn condition were also more likely to judge the defendant as guilty

(43%) than participants in the confessadpsent condition (5%).

48



50

OTimel @EATime2
*

L a0
c
U
E
& 30
3
2 |
% 20 ; |
; N | T

10 l

0 T T

Control Confession-Absent Confession-Present

Figure6.1.Kukucka and Kassi nmeanpgrcerlagiedojmatttat a s howi n
judgments as a function of time and confessi
perceptions of handwriting evidence? An empirical test of the forensic confirmation

bias”, by J. Ku k u tawand &dumtdhn BehavigR8&(3), .i266, 201 4,
Copyright 2013 by American Psychological Association.)

Unpublished data also suggest that handwriting examinations could be susceptible to
context effects. In a report to the U.S. Department of Justice, Merlino (2015) described a
study invesigating the effect of contextual information on signature examinations. In
particular, the study focusedtrep ot ent i al biasing effect of ki
conclusio—rk nowl edge that could steer the reviewert
outcome (Saks et al., 2003). The experimenters took signatures that individual examiners and
laypeople had determined to be genuine, disguised, or simulated; they were later asked to
reconsider the signatures underoncludoers. Thati se of
is, they were oblivious to the fact that they were actuatgxamining their own work. The
study found that participants showed a tendency for participants to change their original
conclusion to conform to that of the previous examiner.

Taken together, the findings discussed above suggest that contextual information can

exert a considerable influence on handwriting comparidemresious research on context
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effects in forensic science, however, has focused simply orcbotext affects thaumber

of match and nomatchdecisions made. Although there is evidence to suggest that context is
associated with an increase in match decisions (Dror et al., 2005; Osborne & Zajac, 2015),
what remains unclear l®ow contextual information affects forsic decisioamaking

(Phillips, Saks, & Peterson, 2001). A signal detection approach to data analysis could provide
new insights into the underlying mechanisms involved (Phillips et al., 2001; Searston et al.,
2015; Thompson, Tangen, & McCarthy, 2013).

Signal Detection Theory (SDT). The signal detection framework is often used to
examine how individuals make binary decisions (Phillips et al., 2001). This framework is
applicable in any situation in which two stimuli need to be discrimiratedexample, a
genuine signature from a forged er@nd is especially useful in situations involving a
considerable element of uncertainty (Stanislaw & Todorov, 1999). In a typical SDT
paradigm, participants are asked to determine whether a signal is present among aoise. In
lie detection task, for example, the polygraph administrator must decide whether the test taker
is lying (signal present) or telling the truth (signal absent), but the signal can be obscured by
artefacts (e.g., the testker moving; Stanislaw & Todorp1999).

There are four possible outcomes in an SDT paradighit éccurs if the observer
correctly states that the signal is preseifilse alarmoccurs if the observer states that the
signal is present, but it is actually absentdkrect rejectionoccurs if the observer correctly
states that the signal is absentpigsoccurs is if the observer states that the signal is absent,
but it is actually present.

These four response categories can be used to obtain two outcome measures:
sensitivity and reponse criterion. Sensitivitgdl() i s a measure of the ab
whet her a signal is present or absent, and d

and the quality of the stimulus (Stanislaw & Todorov, 1999). The sensitivity caleculatio
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compares performance on nemay trials and signaandnoise trials, and is calculated using
the following formula, (where FA refers to false alarms, and CR refers to correct rejections):
dé = z(HitslA{RAMFAECR)MI sses) )

Ad of O means that the individual I dounabl e
measures the distance between the signal and-ooigeneans in standard deviation units,
making it difficult to interpret specific values other than zero. Furtbegnthere is no upper
limit for the value. That said, the higher the valuel gkhe better the individual is able to
distinguish the signal from noise (Stanislaw & Todorov, 1999).

Response criteriorcY i s t he value gi veneshow. lInean i ndi v |
SDT paradigm, the participant decides whether the signal is present or absent based on a
subjective value that the observer assigns to the stimulus on each trial. If the elealkern
determines that the threshold is met (i.e., the respmiiseon is achieved), they will make a
signalpresent response; if it is not met the decisiwaker will make a signabsent response
(Stanislaw & Todorov, 1999). Response criterionig calculated using the following
formula:

c = ( dHits/(Bils+Misses)

Response criterion can shift depending on
response bias affects how likely a person is to state whether the signal is present or absent
when the person is unsurdor example, when the noide-signal rato is large. In signal
detection theory, bias refers to an overall tendency to favour one response over the other
(Klayman, 1995). The response bias measure can rangeXr@mnservative response bias;
the observef a v ogignata b“s e nt ” ) to €lflipemlrespmoisse biathe observer
f avogignalp r“es ent 7). Arc-eatup ad @ isdeEaes no response bidbat is, when
unsure, the individual is equally likely to conclude that the signal is present or absent

(Stanislaw & Todorov, 1999).
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Accuracy is a function of Dboth thnal examin
from noise (sensitivity) and the decisitreshold (response criterion) used to determine
whet her or not a signal iI's present. While an
constant (Phillips et al., 2001), the response criterion camgehfar each stimulus due to
factors such as knowledge of contextual information. For example, consider a fingerprint
examiner who has been asked to compare a smudged fingerprint recovered from a crime
scene to a suspect’ s f iantgveethertheymaich (signal ma ke a
present) or do not match (signal absent). If the examiner is informed that the suspect
confessed, this knowledge could | ower the ex
the examiner’ s s e nleywouldbe ingre likely ®© comaiute thatlthe n g e d
fingerprints match due to a shift in response criterion (Phillips et al., 2001).

SDT is a useful method of testing performance in forensic examiners because it
allows researchers to measure sensitivity iedegnt from response criterion (Phillips et al.,
2001). In doing so, it is possible to determine whether contextual bias is due to a change in
sensitivity, a shift in response bias, or a combination of both (Searston et al., 2015;
Thompson et al., 2013 Ithe first study to use SDT to investigate context effects in a
forensic decisiormmaking taskSearston and colleagues (2015) presented laypeople with pairs
of fingerprints that were either from the same or different sources. Each pair was
accompaniedbg ase reports and related i mages of ei
severe” crime (e.g., theft) (p. 52). Partici
be a match when the case information was severe comparedseveot, but ovei
sensitivity did not change as a function of contextual information. In other words, participants
were capable of discriminating matching and-neatching fingerprints equally well on

severe and noesevere trials. Response criterion, however, was afle&articipants showed
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a more liberal response bias (a higher tendency to conclude that the prints matched) when
presented with severeas opposed to nsevere—case information.

In a similar study, Stevenage and Bennett (2017) presented laypeopleivaithf pa
fingerprints that did or did not come from the same source. Each pair was accompanied by a
statement summarising DNA test results, which indicated either (1) a match between the
suspect and perpetrator, (2) no match between the suspect and mermet(8) insufficient
evidence to allow a conclusion (control condition). Contextual information was manipulated
in a within-subjects fashion. Signal detection analyses revealed that participants showed a
liberal response biasthat is, they made a disgrortionate number of match decisions
relative to noamatch decisions. Response bias was highest, however, when the contextual
i nformation suggested a DNA match. Participa
contextual informatior-relative to control tris, participants made more erroneous decisions
when the DNA results were inconsistent with the ground truth, and more correct decisions
when the DNA evidence was consistent.

The Present Study

Only two studies have directly investigated the effects of contextual information on
handwriting analysis and comparison (Kukucka & Kassin, 2014; Miller, 1984), and only one
unpublished study (reported in Merlino, 2015) looked at whether these effect&@lson
signature examinations. Furthermore, none of these studies has considered their data using a
signal detection frameworRhe aim of Study 1Avas to use a signal detection paradigm to
investigate the extent to which contextual information canénite performance on a
signaturecomparison taskio do thiswe presented laypeople with a series of 20 trials that
included either lowbiasing or higkbiasing contextual information about the case. On each
trial, participants were required to compareuasjioned signature with a set of four known

signatures to determine whether the questioned signature was written by the same person as
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the known signatures (i.e., a genuine signature; signal absent), or someone other than the
author of the known signatwgé€i.e., a forged signature; signal present). The questioned
signatures were either genuine or forged, but the cues in the contextual information were
directed towards a forgery. Considering that sensitivity did not change as a function of
contextual infomation in Searstonetals study (2015), we hypothes
sensitivity would not differ between levand highbias trials, but that the presence of high
biasing contextual information would be associated with a more liberal respon&anbias
overall tendency to conclude that a signature was forged), relative4mdsimg contextual
information.
STUDY 1A
Method
Participants
The participants were 81 undergraduate students from the University of Otago, New
Zealand (51 female$fl age = 2@ yearsSD= 3.03, range = 18 to 41 yearAhnalyses in
G*Power (Faul, Erdfelder, Buchner, & Lang, 2009) indicated that we had a sufficient sample
size to detect a medium effect size with 80% poWarticipants were recruited via the
Psychology Participa Pool, which is a departmenin system whereby 10@nd 200level
psychology students can earn a small portion of course credit for completing a questionnaire
aftertaking part in an experiment. All participants were informed of the purpose of the study
and how the data would be used and stored; all gave their written consent to participate.
Design
We utilised a 2 x 2 withisubjects design, with Ground truth (genuine, forged) and
Context (lowbias, highbias) as the manipulated variables. There weoedependent

variables: how certain participants were that the signature was forged prior to seeing the
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samplef as a mani pul ation check of the context u;
determination of whether each signature was forged or genuine.
Materials

Signatures.

We collected a sample of genuine signatures from 40 adult volunigéess) who
were each provided with a sheet of A4 paper and three pens of varying thicknesses. Each
writer was asked to write their signature as they would when signing an official document
and to provide a total of nine signatures; three with each pen.

We subgquently asked a separate group of 10 adult volunteege(s to create
forgeries of these signatures. Each forger was presented with 10 rarsideted signatures
from the 40 writers, and asked to create as realistic a forgery as possible forhesidrgérs
were instructed not to trace a signature directly, as this approach results in features that can
easily be identified as forgery (e.g., a perfect match when superimposed; Osborn, 1929).
Forgers took as much time as they needed for each foegetygould make as many attempts
as they liked. Finally, we asked each forger to indicate which of their forgeries for each of the
10 signatures they would use in a fifa situation. We used those forgeries as our final
stimuli.

A third set of adult rats (N = 31) judged the complexity of each genuine signature
based on how easy they thought it would be to forge. Ratings were conducteghoimia 7
scale, with 1 being “very easy”™ and 7 being
signatures wa8.58 SD= 0.99, range = 5.37). We randomly selected 10 signatures for the
forged condition, and then matched each to a genuine signature based on complexity rating.
We then randomly selected four genuine samples for each of the resulting 20 signatures to
serve as the known exemplars. A fifth was used in trials in which the questioned signature

was genuine. In trials in which the questioned signature was forged, the questioned signature
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was a forgery (see Figure 6.2 for an example of a questioned sigaatorapanied by four

known exemplars).

\
luestioned signature: M WL[/\

Exemplar signatures:

() e Wl (e i
\

ﬂ/’m& Fl pisncees Cﬂm W wossonar

Figure 6.2.Example of a questioned signature accompanied by four known exemplars. Here,

the questioned signature is genuine.

Contextual information.

The contextual information used in the experiment comprised gignettes
containing information relating to a signature comparison case. A different vignette
accompanied each of the 20 signature sets. In thdiasvcondition, the vignette contained
information that simply indicated that the questioned signatasemade by a suspect, or that
police investigators sought to determine whether the signature was genuine or forged (e.qg.,
“The police want to know whether the signatu
high-bias condition, the contextual informaticontained additional cues to suggest that the
guestioned signature was forged (e.g., “Poli

in a fraud case forged several signatures. The suspect initially confessed, but later retracted
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the confessionstatig t hat he had been coerced”). These
from one of the following sources: a retracted confession (as in the example given above),
CCTYV footage, an eyewitness statement, agpusting criminal record, or a fingerprint found
onthe questioned document. Each contextual information type was paired with two
guestioned signatures that were forged and two questioned signatures that were genuine.

Several issues related to the deSigfour experiment, as well as softwéire
limitations, resulted in us being unable to fully randomize signature and scenario pairings.
Therefore, we manually controlled for possible confounding factors by ensuring that the
signatures in the highias and lowbias conditions were of similar complexity. Fomaenple,
if there was a forged signature with an average complexity rating of 4.83 in thei&sgh
condition, we assigned a forged signature with the closest complexity rating to thetow
condition.
Procedure

Participants completed an initial practicl, followed by 20 experimental trials
presented in a random order. The data from the practice trial were not included in any
subsequent analyses. On each trial, participants were first asked to read the contextual
information and rate on a 14int Likert scale (O = certain not forged, 100 = certain forged)
how certain they were that the questioned signature had been forged. We used these ratings as
a manipulation check for our contextual information manipulation. Next, participants were
presented wit a questioned signature alongside four known signatures. Instructions
presented on the computer screen asked participants to carefully examine the questioned
signature and known signatures to determine, in their own time, if the questioned signature

was brged (i.e., written by someone other than the person who wrote the known signatures)

7 Each trial consisted of three separate componeiish none of the software available to us could reliably
randomize. Additionally, many of our case scenarios included neisibke in the signature® make them

appear more realistic. This aspectis# design meant that we could not assign signatures to scenarios randomly.
8 We presented the stimuli @ualtrics,a webbased survey tool.
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or genuine (i.e., written by the same person who wrote the known signatures). Consistent
with our signal detection approach, we only provided participants with two Espptions:
forged or genuine. When participants had completed all 20 trials, they were thanked and fully
debriefed.
Results

Manipulation Check

After presenting participants with the contextual information but before exposing
them to the signatures, we asked them to rate their level of certainty that the signature was
forged on a scale of 0 to 100. We did this to ensure that owbiagltrials vere more likely
to create the expectation of a forgery than ourli®s. As expected, a pairesdmpled-test
on these data revealed that participants were more likely to expect that the signature would be
forged on higkbias trials ¥ = 71.21,SD= 9.77) than on lowbias trials M = 52.84,SD=
9.03),t(80) = 15.33p< .00, C o0 d=1In70,95% CI[15.99, 20.76]
Signal Detection Analysis

Please note that in our experiment, the signal is differences (i.e., signs of a forgery).
For each participant, @vcalculated the number of hits, correct rejections, false alarms, and
misses, separately for the higlas and lowbias trials. These values are presented in Table

6.1. We used these values to calculate sensitidi)jaid response criterion)(

Table6.1.

Mean Number (SD) of Hits, Misses, False Alarms, and Correct Rejectidraelias and
High-bias Trials.

Hit Miss False Alarm Correct Rejection
Low-bias 4.22 (0.99) 0.81 (0.87) 1.56 (0.96) 3.40 (1.05)
High-bias 4.23 (0.93) 0.78 (0.92) 1.52(1.07) 3.47 (1.08)
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Sensitivity. On the highbiastrials M = 1.39, SD=0.74),d differed significantly
from 0,t(80) = 1691, p < .001,d = 1.88 95% CI [1.22, 1.55]as didd on the lowbias trials
(M=131, SD=066), t(80) = 1777, p<.001, d =1.97, 95% CI [1.16, 1.46]Furthermore, a
pairedsamplegs-test revealed that did not differ significantly as a function of the
contextual information manipulatiot{(80) = 0.84p = .40, d = 0.09, 95% CI{0.12, 0.27]
That is, participantaere able to discriminate between forged and genuine signatures at a rate
higher than chance, and their level of discrimination did not differ as a function of context

(see Figure 6.3).
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Figure 6.3.Mean sensitivityd 6+1SB), shown as a function @ontext (lowbias, high
bias).

Response criterion.Ne xt , we exami ned par t)vatuespant s’
Note thatc values less than zero reflect a bias towards concluding that the signature is
genuine, whilec values greater than zero refledias towards concluding that the signature

is forged. Onesamplet-tests revealed that criterion location on both Higs trials t(80) =
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4.53,p<.001,d=0.50, 95% CI[0.11, 0.29%nd lowbias trialst(80) = 4.82p < .001,d =

0.54, 95% CI [0.13, 0.30¢liffered significantly from 0. Participants displayed a tendency to
state that a signature was forged, both on-bigs (M = 0.20,SD= 0.40), and lowbias M =
0.21,SD, 0.39) trials. Response criterion did not differ sigafitly as a function of Context,

t(80) =-0.17,p = .87,d = -0.02, 95% CI [0.10, 0.08]see Figure 6.4).
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Figure 6.4.Mean response criteriog;(+1SE), shown as a function of Context (levias,
high-bias).

Accuracy.Par t i ci pant s ctioneotboth semsitiwty andses@onsé u n
criterion. As such, we calculated the percentage of correct decisions as a function of ground
truth, averaged separately for ldoAas and higtbias trials. A pairedampleg-test revealed
that participants madesignificantly higher percentage of correct responses when the
questioned signature was forg@d.57%) than when it was genuine (68.76&80) = 5.35p

<.001, d=0.96, 95% CI [11.55, 20.06JVe also conducted pairsdmpleg-tests to
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determine whetheaccuracy on genuine and forged signatures was affected by context (see
Table 6.2). We did not find any significant differences in accuracy betweehiésand

high-bias trials, both when the questioned signature was genuine and when it was forged.

Table 6.2.

Accuracy as a Function of Ground Truth and Context.

Ground truth Context Mean (%) SD t p
Genuine  Low-bias 68.15 20.92 -
0.45 .66
High-bias 69.38 21.70 -
Forged Low-bias 84.44 19.75 -
0.10 .92
High-bias 84.69 18.51 -
We al so investigated the effect of contex

decision. We calculated the average number of forged decisions ehiaggand lowbias
trials for each participant, regardless of grotruth. A pairedsampled-test b compare the
mean number of forged decisions on {bias M = 5.72,SD= 1.49) and higtbias M = 5.77,
SD= 1.42) trials resulted in no significant different{80) = 0.27p=.79 d= 0.02, 95% CI
[-0.33, 0.38]

Given that we found no effect obntext despite successful manipulation checks, we
wanted to investigate whether participants’
manipulation check) correlated with the examination outcome. We averaged the certainty
ratings separatelyf highbias and lowbias trials for each participant and compared those to
the mean number of forged decisions on tbgls and lowbias trials. Certainty ratings were
not significantly correlated with examination outcome on bothibog ¢ = -.05) and Igh-

bias trials ( = .10).
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STUDY 1B

I n Study 1A, we did not find an effect of
sensitivity or response criterion. Although our manipulation check confirmed that high
bi asing case i nf or matpecmationsithatthe gaasusedvould berat i ci p a
forgery, these expectations did not transl at
Although the most conservative interpretation of these data is that contextual information
does not exert a significaatfect on signature comparisons, there are at least two other
explanations that warrant further investigation.

One possible explanation for the lack of context effect, for example, is that the
contextual information was not tied well enough to the daeisiaking process. This could
explain why contextual i nformation affected
their final judgments. One way to address this possibility would be to present the contextual
information at the same time as the sigmes, rather than directly beforehand.

A related posility is that even though the differenbetween lowbias and high
bias information was enough to bias expectations, it was not strong enough to impact
decisionmaking. We wondered, for example, wiert the way the manipulation check
guestion was worded set up some expectation that the signature was forged, regardless of
whether the trial was lowsias or highbias. A considerable body of research has shown that
wording of a question can influence motly the answer given (e.g., Loftus & Palmer, 1974;
Loftus & Zanni, 1975), but also the response to subsequent questions (Loftus & Palmer,
1974). For example, Loftus and Palmer (1974) presented participants with a video of a car
accident and asked them héast the cars had been going prior to the accident. The
experimenters manipulated the verb used to describe the accident; some participants were
asked how fast the cars were going when thiegach other, and some were asked how fast

the cars were goinghen theysmashed inteach other. When the participants were later
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asked if they had seen any broken glass at the scene, thosernmasteed intgondition were

twice as likely to report seeing broken glass compared to thosehit ttwandition. In Stugt

1A, our manipulation check only asked participants to indicate their certainty that the

guestioned signature was forged. Using the viorgledin the manipulation check could

have created an anchoring bias in our participants, in which any subseqsii¢@tions of

the signature’s authenticity would be though
1974).

It is also possible that our dichotomous response scale was simply not sensitive
enough to detect biasthat is, that the dichotomous natureoaf task obscured context
effects. While the advantage of a signal detection framework is that it allows us to tease apart
sensitivity and response bias, it does not take into account that people might hold varying
levels of confidence in the same decisiblore detailed measures can provide other insights
into the nuances of decisionaking. Kukucka and Kassin (2014), for example, observed that
context influenced participants’ perceptions
anincreased beliefn t he suspects’ guilt.

We addressed each of these possibilities in Study 1B. Specifically, we simplified and
changed the placement of the contextual information. We also changed our dependent
variable from a dichotomous scale to adi#int continuous sde. Although this scale still
required participants to decide whether or not each signature was forged, it also allowed us to
examine the effect of context on the confidence with whiey held their decisions.

Method
Participants

The participants wer@5 undergraduate students from the University of Otago, New

Zealand (70 female$fl age = 24 year§D= 6.85, range = 18 to 59 yearfhalyses in

G*Power (Faul et al., 2009) indicated that we had a sufficient sample size to detect a medium
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effect size wih 80% powerParticipants were recruited via the Psychology Participant Pool,
which is a departmestin system whereby 10@nd 2006level psychology students can earn
a small portion of course credit for completing a questionnaire after taking part in an
experimentAll participants were informed of the purpose of the study and how the data
would be used and stored; all gave their written consent to participate.
Design

We utilised a 2 x 2 withisubjects design, with Ground truth (genuine, forged) and
Context (lowbias, highbias) as the manipulated variabl€sere was one dependent
variable: aforceea hoi ce confidence rating regiaty.di ng ¢t}
Materials

We used the same signatures as in Study 1A, but we simplified the contextual
information so that it could be presented alongside the questioned and known signatures.
Instead of presenting participants with a vignette of-calsged infemation, we presented
participants with a simple statement that told the participant what other forensic experts had
concluded about the signature. On {biastrials the contextual information always stated
thath 50 % of forensic esxpemtesd tshigmlattulhm et bteh ® wg th
implying that the other 50% of experts thought it was genlinghie highbiasing condition,
the percentage agreement of forensic experts ranged from 60% to 100%.
Procedure

As in Study 1A, participants completed iitial practice trial, followed by 20
experimental trials presented in a random order. The data from the practice trial were not
included in any subsequent analyses. In each trial, participants saw one questioned signature
and four known exemplars. Wekad participants to examine the genuine and questioned
signatures carefully, and to indicate their confidence that the questioned signature had been

forged or was genuine. We recorded their responses on a-fdroa confidence scale,
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which ranged froni (sure genuine) to 6 (guess genuine) and 7 (guess forged) to 12 (sure
forged). When participants had completed all 20 trials, they were thanked and fully debriefed.
Results
Signal Detection Analysis
As in Study 1A, we calculated the number of hits, ess$alse alarms, and correct
rejections for each participant; we did this separately for theblagand higtbias trials (see
Table 6.3 for a summaryPlease note that in our experimehe signal is differences (i.e.,
signs of a forgery)Participantgave their responses on a forced choice confidence scale,
which ranged from 1s{ure genuingto 12 6ure forgedl For the signal detection analysis,
ratings of 1 to 6 were considered as a ‘genu
consi derregdedas raes‘pfoonse. We used the desponse

and response criteriog)(

Table 6.3.

Mean Number (SD) of Hits, Misses, False Alarms, and Correct Rejections epidasand

High-bias Trials.

Hit Miss False Alarm  CorrectRejection
Low-bias 3.80 (1.08) 1.2 (1.08) 1.96 (1.17) 3.04 (1.17)
High-bias 3.94 (0.82) 1.06 (0.92) 3.51(1.10) 1.45 (1.07)

Sensitivity. As in Study 1A, sensitivityd Joserved as our measure for the
participants’™ ability to disdi vgauiugh odemui me
that participants could not discriminate between forged and genuine signatures at a rate above
chanceOn lowbias trials 1 = 090,SD=0.71),d differed significantly from zera(84) =
11.59,p<.001,C 0 h edr’'1.26, 95% CI [0.07, 0.374s didd on highbias trials, ¥ =
0.22,SD=0.70),t(84) = 2.86p < .01, d=0.31, 95% CI [0.74, 1.05T hat is, regardless of

context, participants were able to discriminate genuine from forged signatures at a rate
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greater than chance. A pairsdmpled-test revealed that sensitivity was significantly lower
on highhbias trials M = 0.22,SD= 0.70) tharon low-bias trials 1 = 0.90,SD= 0.71),t(84)

=6.89,p<.001,d=0.75, 95% CI[0.48, 0.8(kee Figure 6.5).
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Figure 6.5 Mean sensitivity€1SE) as a function bContext (lowbias, highbias).

Response criterion. Next, we examined criteridiocation €) to investigate response
bias;c values less than zero reflect a tendency to conclude that a questioned signature is
genuine, whilec values greater than zero reflect a tendency to conclude that a questioned
signature is forgedCriterion locaion on lowbias trials M = .21,SD = .46) differed
significantly from zero$(84) = 4.15p < .001,d = 0.45, 95% CI [.11, .31hs did criterion
location on highkbias trials ¥ = .62,SD= .41),t(84) = 14.02p < .001, d = 1.52, 95% ClI
[.53, .71] A pairedsampleg-test revealed thaesponse criterion was significantly higher on
high-bias trials M = .61,SD= .41) than on lowbias trials M = .21,SD= .46),t(84) = 6.81p

<.001, d=0.74, 95% CI [.29, .53see Figure 6.6). That is, redkess of context,
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participants showed a tendency to conclude that the signatures were forged, but this tendency

was amplified on higlias trials.
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Figure 6.6 Mean response criteriorISE) as a function of Context (Iowias, highbias)

Confidence Ratings

We asked participants to report their decision using a feshette 12-point
confidence scale (1 = sure genuine; 6 = guess genuine; 7 = guess forged; 12 = sure forged).
To determine the strength of p aecdculatedarnt s’
ratings on this scale as a function of their decision to reflect that a rating of 1 demonstrates
same degree of confidence as a rating of 12. As such, for subsequent analyses, confidence
ratings range from 1 to 6, with 6 being the higjhdegree of confidence and 1 being the
lowest.

We conducted a repeateteasures ANOVA with Context (lowias, highbias) and
Decision (genuine, forged) as the witlsabjects variables. Significant main effects of

Context,F(1, 84) = 9.96p < .01, hp?= .11, and DecisionF(1, 84) = 19.89p < .00], hy?=
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.19, were qualified by a significant Context x Decision interacti(d, 84) = 25.08p < .00],

h?=23 Context did not affect participants’ ¢
sampleg(84) = 1.63p = 0.11 d=-0.17, 95% CI{0.34, 0.03](low-biasM = 3.11,SD=

0.99; highbiasM = 3.26,SD= 0.93) . It did, however, affect their confidence in their

‘“genui ne’ d-sanplet{84 n541,p P.@01 d=.866, 95% CI [0.39).86],
(low-biasM = 3.06,SD= 0.96; highbiasM = 2.47,SD= 0.98). Specifically, confidence in

genuine’ deci si ons wa-kias gialsgrelatifeitodoshiadtialg r ed uc e

(see Figure 6.7).
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Figure 6.7.Mean confidence ratings1SE), shown as a function of Context (levias, high

bias) and Decision (genuine, forged).

Discussion
Previous studies on contextual bias in forensic examiners have typically been

restricted to comparing match or noratch responses made in the presem@bsence of
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context (e.g., Dror et al., 2005; Kukucka & Kassin, 2014; Miller, 1984; Osborne & Zajac,
2015), or measuring int/@xaminer consistency after exposure to potentially biasing
information (e.g., Dror & Charlton, 2006; Dror & Hampikian, 201h)two experiments, we
examined the effect of contextual information in a signature comparison task utilising a
signal detection approach. Such an approach allowed us to take a closer look at how biasing
information might exert its effect.

Contrary to ouexpectations, in Study 1A wid notobserve an effect of context
mani pul ation on participants’ decisions. Alt
high-biasing case information led to significantly higher expectations of forgery than low
b asing case information, these expectations
the signatures. That is, we did not find a s
expectations of forgery and the subsequent examination outcortieerNid we observe
significant effects of our context manipulation on sensitivatyogr response criteriorcy; In
ot her words, the contextual I nformation did
ability to distinguish forged signature®i genuine ones, or their tendency to decide that the
signature was forged.

In Study 1B, we modified our procedure to address several potential reasons why we
did notdetect a context effect. Specifically, we more rigidly tied theesdoal information
to the signatures, by presenting it to participants at the same time as the test stimuli, rather
than beforehand. We also asked participants to make their decisions-poiatifdrced
choice confidence scale, rather than making detisio t hat wer e restricted
‘“forged.’” This second modification all owed wu
possibility that the dichotomous response option was not sensitive enough to detect any

context effects.
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Contrary to StudylA, in Study 1B we observed significant effects of context
manipulation on both sensitivitg (dand response criterion)?. Highly-biasing contextual
information reduced our participants’ abilit

ones, and lvered their threshold for deciding that questioned signatures were forged. When

we considered participants’ confidence in th
context. Although context did nofdeneexmert a si
their *forged’” decisions, it reduced the deg

decisions. These findings are similar to those of Kukucka and Kassin (2014), who discovered

a significant corr el at ictecanfidered ancegadonfidemeei r par t

scores. Participants who were | ess confident

guestioned writing were also less confident that the suspect was guilty, especially when

informed of the swepect’s retracted confessi
Notably, regardless of the contextual information manipulation, participants in both

experiments displayed an overall tender@s measured by response criterien conclude

that the questioned signature was forged. It is possible that the taskiitgglhave set up

such a response bias. While removing the manipulation check used in Study 1A reduced the

risk of an anchoring bias, the mere fact that the authenticity of the signatures was in question

may have led the participants to anticipate that there forged. Lange et al. (2011), for

example, shwe d t hat si mplsyspe®icn g tclireenwxpadtdtioris,nt e x t

whereby participants became biased towards interpreting an ambiguous audio statement as

containing incriminating statementssA di scussed in Chapter 2, an

and beliefs directly influence what information they attend to, how they interpret and

subsequently remember the information, as well as any decisions made based on that

9 Please notehoweverthat because we changed multiple variables between Study 1A and 1B we cannot
attribute thedifference in resultto any one of these.
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information (Charman, Gregor§, Carlucci, 2009). Contextiriven expectations of guilt

have been shown to affect police interviewers (Hill, Memon, & McGeorge, 2008; Narchet,
Meissner, & Russano, 2011), jurors (Devine, Clayton, Dunford, Seying, & Pryce, 2001),
judges (Halverson, HallahaHart, & Rosenthal, 1997), and eyewitnesses (Hasel & Kassin,
2009).

In Studies 1A and 1B, examining a suspicious signature may have been enough to
bias the participants towards declaring a forgery because it fit with their expectations based
on the taskhey were given. The inclusion of a control graugh no contextual information
(i.e., simply presenting participants with signatures in the absence of any information about
what other forensic examiners concluded) would allow us to test this hypothesis. Findings
from other studies, however, suggest thatrgrob group would still have demonstrated
biased decisiomaking. Tangen, Thompson, and McCarthy (2011) found that laypeople tend
to have a liberal response bias and tend to declare two fingerprints a match even in the
absence of any contextual informatidikewise, the participants in Searston et al. (2015)
displayed a liberal response bias regardless of whether the contextual information was present
or not. Stevenage and Bennett (2017) demonstrated similar findings; participants showed a
significant libeal bias on control trials, where the participants determined two fingerprints to
match even in the absence of biasing information (see Chapter 9, for further discussion of this
issue).

It is important to note that we did not give our participants thewopf making an
inconclusivedecisior—a response that would always be available to a forensic examiner.
Doing so would have prevented us from analysing the data using a signal detection approach.
Although this approach was appropriate for our curremlystitialso resulted in us being
limited in comparing our findings to those of studies that gave their participants an

inconclusive option (e.g., Dror & Hampikian, 2011; Miller, 1984; Osborne & Zajac, 2015;
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Smalarz, Madon, Yang, Guyll, & Buck, 2016). F@uesearch should endeavour to develop
signal detection paradigms that nevertheless allow for the inclusion of an inconclusive option
(see Chapter 9 for further discigsof this issue).
Where to from here?

Few studies have investigated the potentakcbntextual bias in the forensic
examination of handwriting (Kukucka & Kassin, 2014; Merlino, 2015; Miller, 1984), and
none have teased apart the roles of sensitivity and response bias. We found mixed evidence to
suggest that these variableas well as anfidence—can be influenced by contextual
information, in laypeople at least (see Chapter 9, for a discussion of possible differences
between experts and novices). Interestingly, our data from Study 1B suggest that contextual
information might affect theignature examinatioprocess—a possibility that has yet to be
investigated in the empirical literature (Dror, 2009; Kukucka, 2014). That is, contextual
information may change a person’s search for
evaluatiors of those features. In Study 1B, the effect of context was not limited to a shift in
response criterion; highi asing i nformation also reduced p
between the signatures. One possible explanation for this finding direttonal cues in
the contextual information alter the way in which people compare the sigrapggsaps by
promoting the use of a positive test strategy (Ask & Granhag, 2005; Klayman & Ha, 1987).
Information suggesting that a signature has been fofgedxample, might encourage
people to focus primarib-or even exclusivelon differences between the questioned and
known signatures, while dismissing the similaritd& investigated this possibility more

closely in Study 2.
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CHAPTER SEVEN

STUDY 2: CAN THE WAY IN WHICH LAYPEOPLE
EVALUATE QUESTIONED SIGNATURES CHANGE

THE EFFECT OF CONTEXTUAL INFORMATION?
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In Study 1, we found some evidence that directional cues present in contextual
information can i nfl uenc asign&uweds genuirse ordagged. si ons
But these findings tell us little about why these effects emerge. The presence of a context
effect on sensitivity in Study 1B suggests t
decision threshold, the contextualanhation could have influenced theocessy which
participants examined the signatures possibility that has not been directly investigated in
the literature (Dror, 2009; Kukucka, 201#).Study 2, we therefore focused on the way in
which participant€ompared the signatures.

Confirmation Bias in the Examination Process

The key component of the handwriting examination process is -®gisiele
comparison of the questioned and known writing. As discussed in Chapter 4, it is crucial that
the examiner thoughly evaluates both the differences and the similarities in the material

under consideration. As Osborn (1929), the founder of modern document examination, stated:

The process is always a double operation, positive and negative, and if error
is to beavoided neither part of the process should be overlooked. In order to
reach the conclusion of identity of two sets of writings there must not be

present significant and unexplained divergences. (p. 262)

When examining questioned and known signatures, examiners carry out a visual search of the
evidence to identify and evaluate similarities, differences, and unique features. Exposure to
case informationr-for example, that the suspect has made a confessiand unduly

influence the examiner’s search for and eval
specifically, expectations of a certain outcome can cause disproportionate attention to
features in the evidence that confirm those expectations (Righgér 2002).

According to Sulner (2014), such expectancies might elpisiive test strategyn

which an examiner focuses on features in the writing that support the expected outcome. If,
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for example, contextual information suggests that the qurestiand known writing share the

same source, the expert’s attention might be
similarities in the writing and fail to adequately search for, or recognize, dissimilarities

(Risinger et al., 2002; Sulner, 2014).

Theidea of a positive test strategy was first proposed by Klayman and Ha (1987), and
describes an approach to hypothesis testing that involves choosing to examine instances in
which the expected feature or event is expected to occur, or choosing to exetaneds in
which the feature of interest is known to have occurred. For example, Wason (1960)
presented participants with sets of three numligpdes) that conformed to a rule, and asked
them to propose new triples that would help them discover waatith wagsee Chapter 3).

Il n Wason’s experiments, participants were mu
confirm—rather than disconfirm-their hypothesis. That is, they were using a positive test
strategy (Klayman & Ha, 1987).

Peopl e’ stodgeaekmidrenaticnythat is consistent with their prior beliefs and
expectations has been demonstrated in a variety oflistevery tasks (Klayman & Ha,
1987; Mynatt, Doherty, & Tweney, 1978; Tweney et al., 1980), in various domains such as
social psycblogy (Snyder, 1981; Snyder & Swann, 1978), and decisiaking (Fischer,
Jonas, Frey, & Schuliardt, 2005; Kray & Galinksy, 2003; Schtiiardt, Frey, Liuthgens, &
Moscovici, 2000). In general, the research suggests that poor deuiakimg can often be
attributed to the tendency to default to a positive test strategy, when seeking disconfirming
information (i.e., using a negative test strategy) would result in better decisions (Kray &
Galinsky, 2003).
The Present Study

The aim of Study 2 was to invesdig the association between the effect of contextual

information and the signature examination process. Due to the difficulties inherent in
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measuring the processes that participants use in their degisking, we took a different
approach: wenanipulatedhe process that participants were instructed to use. That is, some
participants were instructed to identify differences between the signatures, while others were
instructed to identify similarities.

If exposure to higibiasing contextual information prmted the use of a positive test
strategy in our Study 1B participants, then it should be possible to eliminate contextual bias
by encouraging them to use a negative test strategy instead (i.e., to focus on similarities).
Therefore, we exgrted that partipants in our differencesondition would show lower
sensitivity and a higher response criterion in Higges trials, relative to lovbias trials. We
also expected participants in the differencesdition to identify more points when exposed
to highbiasihng information than when exposed to iwasing information. We did not
expect to see any of these effects in the similarities condition.

Method
Participants

The participants were recruited via two methods. Some participants were
undergraduate psychologyudents from the University of Otago, New Zealand, who
received a small portion of course credit for completing a questionnaire at the end of the
experience. Others were community members who signed up for the experiment via the
Psychol ogy’  scipdiansvebsite. @Hese Paaticipants were compensated for costs
incurred in participating. The final sample comprised 186 participants (50 males, 136
femalesM age = 22 year§D= 4.42, range = 18 to 47 year8nalyses in G*Power (Faul et
al., 2009) ndicated that we had a sufficient sample size to detect a medium effect size with
80% powerAll participants were informed of the purpose of the study and how the data

would be used and stored; all gave theitten consent to participate.
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Design
We utilised a 2 x 2 x 2 factorial design. There were two wishibjects factors:
Ground truth (genuine, forged) and Context @bias, highbias). There was one between
subjects factor: Task (similarities, differences); participants were-gaagomly asigned to
this factor, such that there were approximately equal numbers in each of the two conditions.
There were two dependent variables: the number of points selected on the questioned
signature, and a forcezhoice confidence rating regarding the questie d si gnat ur e’ s
authenticity.
Materials

Signatures.

We used the same signatures as in Study 1. However, we reversed which signatures
were assigned to the *‘genuine’ condition and
We also switched which gsigtures were assigned to the 1bias and higfbias conditions.

That is, if a signature was assigned to the igis condition in Study 1, then it was assigned
to the lowbias condition in Study 2. This was done to in an attempt to control for any
possibé confounding factors in the stimuli that we might not have been aware of.

Contextual information.

We used the same contextual information as Study 1B. Osbilastrials, the
contextual information always statedthiab 0 % of f or e n s ithe questignedr t s t h
signatur e bel o,wnpliiregshat bemanmg 50% cogselered the questioned
signature was genuinkn the highbiasing condition the percentage of agreement from
forensic experts ranged from 60% to 100% and was counterbalamosd gmound truth.

Heat mapping software.

We used heatapping software offered by Qualtrics to quantify the points of

similarity and difference identified by our participants. This software allowed the participants
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to indicate points of difference asdnilarity by clicking directly on the questioned signature
using the computer mouse (see Figure 7.1).
Procedure

Participants completed an initial practice trial, followed by 20 experimental trials
presented in a random order. The data from the pradatevere not included in analyses.
As in Study 1, in each trial, participants saw one questioned signature and four known
exemplars. We asked participants to examine the questioned and known signatures carefully.
Approximately half of the participants weeasked to select points on the questioned signature
that they thought were significantly similar to the known signatwiesl@arities conditiorn n
= 92); remaining participants were asked to select differendésréncesondition;n = 94;
see Figure 7.1 for a trial example). Regardless of task condition, participants then indicated
their decision on a tfoint forcedchoice confidence scale, which ranged from 1 (sure
genuine) to 6 (guess genuine) and 7 (guess forged) to 12 (swrd)fdighen participants had

completed all 20 trials, they were thanked and fully debriefed.
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Examine the exemplars of genuine signatures carefully, and then select up to 10 areas on the
questioned signature below where you think the questioned and exemplar signatures have
differences.

50% of forensic experts think that the questioned signature below has been forged.

L

Figure 7.1 Example of a lowbias trial. The participant has selected three points of

difference.

Results

Signal Detection Analysis

As in Study 1, we calculatl the number of hits, misses, false alarms, and correct
rejections for each participant; we did this separately for theblagand higtbias trials (see
Table7.1 for a summary)Please note that in our experimehé signal is differences (i.e.,
signs of a forgery)Participants gave their responses on-@diat forced choice confidence
scale, which ranged from 1 (sure genuine) to 6 (guess genuine), and 7 (guess forged) to 12
(sure forged). For the signal detectianalysis, ratings of 1 to 6 were considered as a
‘genui ne’ response, and ratings of 7 to 12 w

the response tallies to calculate sensitivitypnd response criterion)(
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Table 7.1.

Mean Number of HitdWlisses, False Alarms (FA), and Correct Rejections (CR) as a

Function of Task and Context.

Low-bias High-bias
Hit Miss FA CR Hit Miss FA CR
Similarities 3.83 1.17 195 3.05 4.01 0.99 3.49 1.51
Differences 3.23 177 176 3.24 3.67 1.33 3.41 1.59

Sensitivity. As in Study 1, sensitivityd0 served as our measur e |
ability to distinguish genuine signatures from forgedoned. A val ue of 0 i ndi ca
participants could not discriminate between forged and genuine signdtareg@above
chanceWe conducted an ANOVA with Task as the betwsahjects variable and Context
as the withirsubjects variable (see Figure 7.2). There was a significant main effect of
Context,F(1, 184) = 89.25p < .001, ,? R .33 sensitivity wasigher in lowbiastrials (M =
0.82,SD= 0.72) than in higibiastrials M = 0.20,SD= 0.70). There was also a significant
main effect of Taski-(1, 184) = 5.18p < .05 2R .03 participants in the similarities
condition had, on average, higher séwigy (M = 0.60,SD= 0.55)than participants in the
differences conditionM = 0.42,SD= 0.54).There was no significant Context x Task

interaction,F(1, 184) = 0.20p = .66, > #.0Q
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Figure 7.2 Mean sensitivityd ;6+1SE), shown as a function of Task (similarities,

differences) and Context (leias, highbias).

Response criterion. Next, we examined response criteriohtp investigate response
bias;c values less than zero reflect a bias towards concluding thagttegse is genuine,
while c values greater than zero reflect a bias towards concluding that the signature is forged.
We conducted an ANOVA with Task as the betwsghjects factor and Context as the
within-subjects factor (see Figure 7.8here was a sigficant main effect of ContexEg(1,
184) = 144.46p < .001, ny? = .44 participants exhibited highervalues in higkbiastrials (M
= .58,SD= .45) than in lowbias trials M = .10,SD= .46). That is, participants were more
likely to conclude that the questioned signature was forged intdigghtrials than in lovbias
trials. Furthermore, there was a significant main effect of Te(dk,184) = 8.53p < .01, ny?
= .04 participantsn the similarities M = .42,SD = .37) condition exhibited, on average,
higherc values than patrticipants in the differences conditM=(.26,SD= .37). There was

no significant Context x Task interactidf(1, 184) = 1.01p = .32 np,?> = .01
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Figure 7.3.Mean response criteriog;(+1SE), shown as a function of Task (similarities,

differences) and Context (leias, highbias).

Number of Points Selected

We calculated the mean number of points that the participant selected across all of the
20 guestioned signatures, separately forbias and higtbias trials. These data are
presented in Figure 7.4. Because the two experimental groups performed diffekentve
did not directly compare this aspect of their data.

Similarities condition. A pairedsampleg-test to compare the mean number of points
of similarity selected in lovbias(M = 4.40,SD= 1.55) and higtbias(M = 3.92,SD= 1.64)
trials revealed significant difference(91) = 4.56p < .00], d = 0.30, 95% CI [0.27, 0.68]
Participants selected significantly more points of similarity in-loas trials than in highias
trials. There was no significant association between the mean number of similarities selected
and response criterioninlelwi as t r i arlFslb,p+.84aar [Egbbms tealsr = -

.01,p=.96.
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differences) and Context (leias, highbias).

Differences condition. A pairedsampleg-test to compare the number of points of
difference selected in lowias M = 3.42,SD= 1.49) and higtbias M = 4.01,SD= 1.67)
trials revealed a significant differen¢€93) = 7.25p < .001, d = 0.37, 95% CI [0.43, 0.75]
Participants selected significantly more points of difference in-bigh trials than lovbias
trials. There was a significant association betweemtean number of points selected and
response criterion in lowias trialsyr = .32,p < .01, and higtbias trialsy = .26,p < .05.
That is, as the number of points of difference selecte@ased, so did response bias.

Discussion

Thereis mountingedience f or the presence of contex
judgements about the source of handwriting (Kukucka & Kassin, 2014; Miller, 1984; Study
1B). In Study 2, we investigated the extent to which contextual bias can be eliminated by
altering the way in Wwich our participants were instructed to complete the comparison task.

Specifically, if the context effect in Study 1B is due to participants using a positive test
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strategy, then we should be able to eliminate the effect by instructing participantsstoriocu
the similarities in the signatures. We, therefore, repeated the procedure from Study 1B; this
time, however, we explicitly asked half of our participants to identify similarities between the
signatures, and the other half to identify differences.

As in Study 1B, sensitivity was significantly lower in higras than in lowbias trials,
whereas response criterion was significantly higher in-bigh trials than in lovbias trials.
Contrary to our expectations, however, forcing participants to focaslarities did not
eliminate the effect of contextual information on sensitivity. Although sensitivity was higher
overall in the similarities condition than in the differences condition, sensitivity still
decreased when the signatures were accompanieglepiasing information-regardless of
task. Likewise, having participants focus on similarities did not eliminate the effect of
contextual information on response bias. In fact, here we observed the opposite effect to that
anticipated: participants inehsimilarities condition actually exhibited a significartiigher
response bias than those in the differences condition.

One possible explanation for this effect
was affected by the perceived ease ordliffy of the task they had been assigned. That is, in
the similarities condition, participants may have found it difficult to identify similarities
between the questioned and known signatsiespecially in higkbias trials—due to
directional cues that tregnature was forged. Participants in the similarities condition
selected fewer points of similarity in higgtas trials than lovbias trials, and we would
expect that focusing on similarities would reduce response bias, as similarities are indicative
of the signature being genuine. However, the dissonance between the expectation of a forgery
and the difficulty of the task given to them could have created a debiasing backfire effect
(Sanna, Schwarz, & Stocker, 2002; Schwarz & Vaughan, 2002). Researchemtivseib

accessibility experiences suggests that peop
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they can generate reasons that support that belief (Jackson et al., 2017; Schwarz & Vaughan,

2002; Wanke, 2013). Schwarz and Vaughn (2002), for examipderved that participants

who were asked to recall six examples of their own assertive behaviour judged themselves as

more assertive than participants who were asked to list 12 examples. The authors suggested

that, because thinking of six examples woutdelasiethanthinking of 12, this ease could

have been misattributed to the frequency wit

easy to think of examples, then | must be
the relative difficulty ofthe task—and the challenge of finding similarities in the face of

information suggesting a forgerycould have led the participants to infer that there is little to

no support for a ‘genuine’ conclusion and
signature was forged.
Afollow-up study in which participants are

examination process could shed some light on this possibility. Osborne, Taylor, and Zajac

(2016b) used a thir&loud paradigm to explore the role of contextndrmation in

bloodstain pattern analysis. Analysts in that study were given a photograph of bloodstains at a

crime scene and asked to generate a hypothesis regarding the mechanism of stain deposition,

while verbalising their thought processes. In patéic they were asked to talk through their
internal reasoning for including or dismissing possible mechanisms. Analysts were also given
the opportunity to request additional information, providing an updated working hypothesis
after receiving each item.yBasking their participants to think aloud, Osborne et al. (2016b)

were able to better understand how contextual information directly influenced their

as

ma

as

participants’ analysis. We suggest -gpuch an

to Study 21If the challenge of finding similarities in the face of information suggesting that

the signatures differed did indeed push participants towards thinking that the questioned

signature was a forgery, we should see evide
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Regardless of the task we assigned to our participants, there is evidence to suggest
that the contextual information affected the way in which our participants examined the
signatures. Participants in the similarities condition identified more pafirsisnilarity in
low-bias trials, whereas participants in the differences condition identified more points of
difference in higkbias trials. These response patterns are likely due to expectations based on
the directional cues in the contextual informat{&isinger et al., 2002). Research suggests
that, after making a prediction, people tend to search for information that suppaitter
than conflicts with—their prediction (Windschitl, Scherer, Smith, & Rose, 2013). Participants
in the differences condin may have found it easier to identify differences in fbgts trials
than lowbias trials because they were able to search for features that supported their
expectations. In contrast, participants in the similarities condition may have found it@asier
identify similarities in lowbias trials than higlias trials because, in lehias trials, there
were no contextriven expectations to interfere with their task. In other words, the
contextual information may have created contikten expectationsiiour participants that
influenced the ease with which they could carry out their task (Saks et al., 2003).

There were several limitations in our current study. First, we only explored the
potential for bias in one direction. One way to strengthen thg stadld have been to use
bidirectional cues-that is, to have some contextual information that pointed towards a
forgery, and other information that pointed towards the questioned signature being genuine.
One way of doing this would be to capitalise onfdet that forensic examiners sometimes
encounter contextual cues that suggest the suspect is not the source of the evidence found at
the crime scene (e.g., that the suspect was in police custody at the time of the crime), and
studies in other disciplineg the forensic sciences have found evidence to suggest that
people can be biased both towards both guilt and innocence (e.g., Dror & Charlton, 2006;

Stevenage & Bennett, 2017). We suggest a follgustudy to our current signature study
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which includes andditional context manipulation suggesting that the questioned signature is
genuine.

Second, our design was betwesibjects; one group was directed to look for
similarities and another group was directed to look for differences. In reality, a document
exaniner should be performing both of these tasks (Koppenhaver, 2007; Morris, 2000).

While Study 2 afforded us a rigorous way of considering the two tasks independently of each
other, a followup study could ask participants to identify both similaritiesdiffdrences in

the same trial, assessing the number of each that are selected. Based on the data from Study 2,
we would expect participants to identify more differercand fewer similarities-when

contextual information suggests a forgery (and vice velsmwhe information does not).
Considering the signal detection data from Study 2, we would expect that allowing

participants to focus on both similarities and differences would reduce the effects of

contextual information on sensitivity and response lmasnot eliminate it entirely.

A final limitation is that although we controlled for the perceived complexity of
signatures, we did not check that the 20 questioned signatures contained a similar number of
similarities and differences. Because we used different signatures in théatoand high
bias condition (i.e., the signatures were not counterbalanced across the context manipulation),
there is a chance that signatures in the4higis condition had more differences than
signatures in the losias condition. This would have made thek even more difficult for
participants in the similarities condition and contributed to the debiasing backfire effect. A
follow-up study could control for this by fully randomizing the signature and contextual
information pairings. However, it is cuniy not possible to do this with the heatipping

software that was required to run the experiment.
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Where to from here?

The results of Study 2 suggested that contextual bias cannot be eliminated simply by
altering the signature examination processhait participants adopt a negative test strategy.
Although considerably more research is necessary to confirm this notion, in Study 3 we
turned our attention to exploring ways in wh

to contextual information.
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CHAPTER EIGHT

STUDY 3: WHAT ARE QUESTIONED DOCUMENT
EXAMINERS’ PERSPECTIVES ON MANAGING

CONTEXTUAL BIAS?
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Concerns of forensic examiners being biased by contextual information are by no
means new. In fact, they were first addressed by Hagan (1894) in his treatise on handwriting
identification:

The examiner must depend wholly upon what is seen, leaving out of
consideration all suggestions or hints from interested parties; and if possible it
best subserves the conditions of fair examination that the expert should not
know the interest which the party employing him to make the examination

has in the result. Whetbhe expert has no knowledge of the moral evidence or
aspects of the case in which signatures are a matter of context, there is

nothing to mislead him, or to influence the forming of an opinion. (p. 82)

More recent discussions on bias in forensic scigett¢éhe National Research Council (NRC;
2009) to recommend that forensic laboratories develop robust standard operating procedures
that minimize or mitigate potential bias and sources of human error by blinding the examiner
to contextual information.

Not everyone in the forensic community, however, has been so willing to accept that
bias is a significant problem in forensic science. For example, some practitioners still argue
that forensic examiners are immune to bias or that bias can be overcome thesrgh s
willpower (Butt, 2013; Leadbetter, 2007; Thornton, 2010):

| reject the insinuation that we do not have the wit or the intellectual capacity
to deal with bias, of whatever sort. If we are unable to acknowledge and
compensate for bias, we have no bassin our profession to begin with, and
certainly no legitimate plea to the indulgence of the legal system. We can deal
with bias, but we must work at it. (Thornton, 2010, p. 1663)

Such resistance is likely to exist for two reasons. First, an estabbsiay of
literature demonstrates that although people can easily recognize and identify bias in others,
they have far more difficulty recognizing when their own judgments and inferences are

affected (e.g. thbias blind spatPronin, Lin, &Ross, 2002). As a result, people tend to
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believe that they are less susceptible to bias than those around them. When asked to complete

a series of seldssessments, for example, people tend to rate themselves as less subject to

various cognitive and motational biases than others (Pronin et al., 2002), and actually tend

to overestimate bias in others’ judgments (K
from this phenomenon (Steinman, Shlipak, & McPhee, 2001). In a recent survey on forensic

examine s views on bias, 71% of respondents agil
forensic sciences, but only 26% of respondents believed that their own judgments were at risk
of being biased (Kukucka, Kassin, Zapf, & Dror, 2017).

Unfortunately, beingold about bias does not appear to be a protective factor. For
example, in Pronin et al. (2002), participants showed a He#eaverage bias, rating
themselves as better than average on positive qualities and worse than average on negative
gualities. Rading an explanation of the bettbanaverage bias did not reduce the effect;
participants still insisted that their sa@liésessments were accurate and objective. Even if we
admit that our own biases might pose a problem, they are extremely challengangect
because most are out of our conscious control (Frantz, 2006). Wilson et al. (1996), for
example, forewarned participants about the anchantpdjustment bias in an attempt to
eliminate it, but participants still showed the bissven when motiated to be unbiased. That
is, people appear unable to correct for their own biases (Frantz, 2006). Bias in forensic
science, then, is unlikely to be overcome through willpower alone (Dror, Kassin, & Kukucka,
2013).

The second reason that discussion of contextual bias has been met with resistance
from practitioners is that many forensic examineedat least some contextual information
to be able to perform the tasks required of them. Bloodstain pattern analystsgrfple,

rely on contextual information to put a crime scene in context and to determine what the

purpose of the examination is (Osborne, et al., 2016b). There are concerns that withholding
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such information from the examiner could cause more problemsttialves (Thompson,
2011). Relying on information from an investigator who has no forensic science expertise, for
example, could result in the examiner conducting one or more tests that are not appropriate
for the propositions that should be considgfEtbrnton, 2010), and in a failure to conduct
tests that are necessary (Thompson, 2011; Thornton, 2010).
For this reason, it is critical to understandnd distinguish betweenthe types of
contextual information that ataskrelevantandtaskirrelevantto an examiner. The National
Commission on Forensic Science (NCFS; 2015) definesrédaskant information as
information that is necessary for drawing conclusions: about the propositions that the forensic
examiner is asked to consider; about the physicalel e nce; and “through ¢t
application of an accepted analytic method b
information is considered taskelevant if it is not necessary for drawing conclusions about
the propositions the examiner is askedonsider, if it leads the examiner to draw
conclusions from something other than the ph
conclusions by some means other than an appr
Whether a piece of infmation is taskelevant or taskrrelevant, then, is highly
dependent on the examiner’'s task. According
involved in three distinct phases of a criminal investigation. Iptekminaryphase, the
examiner sweys the crime scene, decides which evidence to collect, and determines the
examinations that are needed. In @imalyticphase, the evidence is examined, analysed, and
compared. In thevaluativephase, the examiner helps the client understand the gsdimd
puts those findings into context (NCFS, 2015). It is important to note that information can be
taskrelevant in one phase but tasielevant in another. For example, eyewitness statements

might be important for determining where to search for fipget evidence (preliminary
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phase) but should not be considered when comparing latent and known fingerprints (analytic
phase) (NCFS, 2015).

Within each phase, the different questions or propositions that forensic examiners are
required to opine about Wfurther inform decisions about the tasdevance of the
information. For example, forensic examiners are often asked to consider different
propositions about the source of the evidenc
have a common sourceo di f f er ent sources?”; Dror & Col e
information about the surface on which the latent print was found would bectesknt as it
could help account for observed differences between the latent and known prints. Any other
information, howevert he suspect’s criminal hi story or
example—would be considered taskelevant (NCFS, 2015).

Even when the task and proposition are he
perceptions of what is tasklevantcan vary. Osborne et al. (2016a), for example, asked
bloodstain pattern analysts about the types of information that they believed they needed to
conduct their analysis. Analysts were asked to classify a target bloodstain pattern (e.g., cast
off, drip stan). They conducted their initial classification in the absence of any contextual
information, but were then allowed to request individual pieces of information that they
considered necessary to refine their opinion. Available contextual information id@ude
police briefing, medical findings, nearby bloodstain patterns, DNA findings, other forensic
science evidence, and a witness statement. After receiving each piece of requested
information, the analysts were given the opportunity to revise their opifis process
continued until the analyst decided that no further contextual information was necessary, or
until all six items had been received.

Although all bloodstain pattern analysts carried out the same task, there was

considerable variation in thgge of information that they considered taskevant, and in
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how that information affected their opinions. For example, almost all of the analysts
considered knowledge of other bloodstain patterns to be¢sskant, with 97.4% of analysts
requesting thenformation, but this information led to a shift in opinion in only 57.8% of the
analysts. In contrast, medical findings were requested by 92.3% of analysts and led to a shift
in opinion in 90.0% of analysts. Overall, all analysts requested at leaseoneficontextual
information, and 49% of the analysté £ 19) requested all six items. Data analyses revealed
that the final opinion given by 90.0% of the analysts had been influenced by contextual
information. Although 70% of the analysts made corrattepn classifications, analysts who
requested fewer items of contextual information were more likely to give a correct
conclusion, whereas analysts who requested more items of contextual information were more
likely to give an incorrect conclusion (Osberet al., 2016a). Notably, there appeared to be a
difference in what analysts considered teallevant and what is tasklevant according to
the NCFS (2015). In fact, according to the NCFS (20d&)eof the available contextual
information was relevartb the proposition the analysts had been asked to consider.
Contextual Information Management

How, then, do we grapple with the question of how to mitigate contextual bias, while
still allowing practitioners access to the information that they need®@uththere has been
general agreement that there is not a “one
practitioners and academic researchers have proposed sevgeattual information
managemergtrategies-some of which have been implementeddrensic laboratories
around the world (Budlowe et al., 2009; Dror et al., 2015; Found & Ganas, 2013; Krane et al.,
2008; Oshorne & Taylor, 2018; Saks et al., 2003; Stoel et al., 2014; Thompson, 2011; Wells,
Wilford, & Smalarz, 2013). The most commonligclissed of these are described below.

The case manager model. In this model, the forensic examiner is assigned the role of

eithercase manageor examiner(Found & Ganas, 2013; Stoel et al., 2014; Thompson,
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2011). The case manager communicates witeshgators (or attorneys, in civil cases),

provides instructions on which evidence needs to be collected at the crime scene or from the
suspect, and manages the overall workflow of the laboratory. The case manager determines
which information is taskelevant, and passesly that information on to the examiner. This
separation of function allows case managers to remain aware of the investigative context,
while the examiner remains blind to tasielevant contextual information and is thereby
safeguarde against contextual bias. The case manager approach, therefore, appears to
provide an appropriate balance between the examiner knowing too much information and not
knowing enough (Thompson, 2011).

The Netherlands Forensic Institute (NFI) recently immatad the case manager
model in its firearms department (Mattijssen, Kerkhoff, Berger, Dror, & Stoel, 2016; Stoel et
al., 2014). All incoming cases are now scanned for relevant information by a first examiner; a
second examiner then works on the case lgargneived only the tasielevant information
from the first examiner. Mattijssen and colleagues (2016) reported that the context
management scheme has shown very promising results, and the NFl is currently trialling the
same scheme in questioned docunexaimination.

In 2009, Found and Ganas (2013) introduced a comti@xiager model in questioned
document examination at Victoria Police Forensic Services Department. They determined
that several pieces of information were invariablytaskr el evaest i gheoti s r a
squad where the investigator works, the offence type, the description of the incident, the
summary of charges, and any description of a
156). Cases are stripped of all such informatieaying only what is necessary for carrying
out examinations and comparisens this case, the known and question populations and the

dates associated with the known and questioned writing. The scheme was implemented in
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2009, and at the time of publication2013 the department had not noted any negative
outcomes.

Sequential unmasking. Sequential unmasking optimizes the order in which an
analyst examines the questioned and known sanfplésby-side comparisons of the
guestioned and known samples leaxaminers vulnerable to circular reasoning, in which an
examiner’'s interpretation of the questioned
the known sample (Dror et al., 2015). As a result, an examiner might identify important
features in the sangcollected from the suspect and try to match these to features in the
guestioned sample, increasing the risk of confirmation bias (Dror, 2013). In sequential
unmasking, evidentiary samples (e.g., questioned handwriting) are examined first and
reference amples (e.g., known handwriting) second. In this way, the known material cannot
“suggest” features for the examiner to find
The DNA department of the NFI is currently using the sequential unmasking methed in
laboratory; again, results have been encouraging (Stoel et al., 2014).

Blind/independent review. Forensic laboratories often require conclusions to be
peerreviewed by a second examiner before a case report can be finalised (Ballantyne,
Edmond, &Found, 2017). Several researchers have suggested taking this procedure a step
further, by making this procedureblind review in which the person reviewing the findings
does not have access to potential Isyindbgsasi ng
(Budlowe et al., 2009; Dror et al., 2015; Osborne & Taylor, 2018). This way, even if the
initial examiner had access to the case info
remain unaffected by possible contextual bias. Additionallpdbig the reviewer to the first
examiner’'™s conclusions wi I|-driverpbiases (©sbbrnet&chem fr o

Taylor, 2018). Supporters of this strategy suggest that it might be more practical to
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implement blinding during the review process rathan the initial examination, but whether
this is true has yet to be thoroughly investigated (Budlowe et al., 2009).
Evidence line-up. Saks et al. (2003) argue that current evidenegéching practices

are the equival ent of haanwitnesgis shown ane ghstodnd h owu p,

asked if 1t is the perpetrator. A considerahb
only” process significantly increases the <ch
to a lineup, in which photosofkmen 1 nnocents are presented wit

(Steblay, Dysart, Fulero, & Lindsay, 2003). To overcome this problem, Wells et al. (2013)
have proposed that forensic examiners uséltbe-control method-essentially a forensic
evidence lineup. In ths method, the forensic examiner is first presented with the evidence
sample from the crime scene, followed sequentially by at least two comparison saonses
from the suspect and the other from a known innoceriill@r). There is evidence to suggest
that an evidence linep could protect against contextual bias. In Miller (1984), participants
who evaluated the evidence in this way appeared unaffected by the contextual information.

The filler-control method could be partilarly beneficial in forensic disciplines where
the examiner needs to know the contextual information for the purposes of the examination,
or the information is embedded in the evidence it3éiht is, even if the forensic analyst has
been exposed to cantual information, they will not know which of the two comparison
samples came from the suspect, and therefore cannot rely on the contextual information to
inform their opinion.

The procedures described above show how some forensic science agencies could
take—or have taken-steps to reduce contextual bias in their examinations. Furthermore,
when such procedures have been implemented, they have yielded promising results (e.qg.,
Found & Ganas, 2013; Osborne & Taylor, 2017; Stoel et al., 2014). Relevars tioetis,

however, are questioned document laboratories specifically.
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Unfortunately there are no data available on the number of questioned document
laboratories using contextual information management strategies; neither do we have
comprehensive data avhich strategies are being used. Furthermore, discussions about
contextual bias in questioned document investigation tend to overlook private and sole
practitioners. We also note that some of the recommended contextual information
management strategies posed in other forensic science disciplines may not be feasible for
document examination. We considered these issues in Study 3.

The Present Study

This study was part of a project funded by the National Institute of Justice (NIJ) in the
United StatesThe pur pose of Study 3 was to understan
bias, current contextual information management procedures that are being used in practice,
and any barriers that practitioners face in implementing strategies for managinduaintex
information. We interviewed questioned document examiners using sssectured
guestion schedule, and analysed participants
approach (Braun & Clarke, 2006).

Method
Participants

The participants weredlprofessional document examiners from both government
laboratoriesi{ = 11) and the private sectar£ 8 ) . Participants’ years
from 7 to 48 M1 = 23.37,SD= 12.45). All participants were current practitioners and certified
in accordace with standards from the American Society of Questioned Document Examiners
(n = 3), the Australasian Society of Forensic Document Examiners’}, the American
Board of Forensic Document Examinens=(5), the National Association of Document
Examinersii = 2), the Southwestern Association of Forensic Document Exammer$)(

or the European Network of Forensic Handwriting Experts {). All participants were
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informed of the purpose of the studyd how the data would be used and stored; all gave
their written consent to participate.
Procedure

Two experimenters conducted the interviews either in person, via Skype, or via
telephone. Ten of the interviews were conducted by both interviewergntiagning nine
were conducted by one of interviewers due to interviewer availability. The interviewers
followed a semstructured interview protocol (see Appendix B) according to six specific

research questions:

1. What are document e xeconexwabias? gener al

2. What types of contextual information can document examiners be exposed to
and what are the sources of this information?

3. Which types of contextual information are taskevant and taskrelevant?

4. Do document examiners ever experienasgpure to reach a specific
conclusion? If so, from what sources?

5. What contextual information management strategies are document examiners
currently using?

6. What barriers do document examiners face when considering contextual
information management?

Prior to the interviews, all participants were sent an information sheet which detailed
the purpose of the study, the aim of the project, what was expected from the participants, and
the data that would be collected. Participants were also sent a consettt Sigmand return
before the interview took place.

Analysis. The interviews were audiaecorded, transcribed verbatim by a professional
transcription service, checked by the experimenters to ensure accuracy, and then coded
according to a deductive thatic analysis protocol (Braun & Clarke, 2006). We organized
the data according to themes at the surface level (semantic content), and used a deductive,
semantic approach to assign codes to segments of text relating to the six research questions.

The analys comprised three main stages. First, the transcripts were read through

several times and broad subjects and phrases of interest were identified. Second, the initial
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notes were refined into more specific topics that related directly to our researcbregiesti
Third, relevant data extracts were transferred into an Excel worksheet and grouped and coded
according to the themes identified. Two experimenters then reviewed the coded data extracts
together and evaluated the appropriaterméthe assigned codes.
Results

A summary of examiners’ responses to our
discussed below, accompanied by illustrative qdfites
General views on contextual bias

All of our examiners reported being aware that biased evaluations of the ewidence
to contextual information is an issue that is being discussed in the forensic science
community. The majority recognized that forensic examiners should be aware of the risk of
bias, but views on the extent to which contextual bias is problematic v&oene examiners
saw bias as something that could not be contreligt just because they try to be unbiased,
it does not mean that they are. One document examiner noted that the biases they are unaware
of pose the greatest risk to their objectivity. Somxaminers stated that they saw bias in
themselves and their amorkers, and would often question their own objectivity and try to
minimize the risk for bias as much as possible. Some examiners expressed an explicit
motivation to not be biasedarguing thaif they allow the contextual information to inform
their conclusion rather than the evidence, it could reflect poorly on them in court and cost

them in the future.

I think that it has certainly been demons
something that perhaps people may not have been aware of in the past, but having an
awareness of potential influences is something that has been brought to light.

(QDE 16)

10 All quotes have been ddentified and minor grammatical corrections have been made to improve readability.
Note that QDE refers to questioned document examiner.
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You’'re naive i f you don’t think bias I
human being, but you do try to feel conscious of it and to mitigate against it.
(QDE 19)

The concept of unconscious bias comes into play. You have to try not to anchor to
what you have been told.. We have to be

di vorce ourselves from bias doesn’t me

|l guess the problem with these kinds o
aware of that’s going on internally th

Do | have bias? Absolutely. And do | have &gek my focus away from that and

sometimes think while I m working on a
objective perspective?” “Am | really b
you something, you can’ t eljyaendyouhlawtto anch
really try to divorce yourself and be

in other examiners? Absolutely. (QDE 10)

I f | can’t go there and support [ my opi
point in me sayingraything because another document examiner will come in and
shoot everything |’ ve said down. I > m n
people’s time and |I'm going to | ook 1
4)

In contrast, other examinertirédbuted erroneous conclusions to practitioner

an

f b
at

ein
or
abl

ot
k e

incompetence rather than bias, and believed that their expertise should be sufficient to protect

against bias. These examiners also argued that contextual information would not bias them

because they did ntdke it into account when coming to a decision.

It irritates me, to be painted with the same brush of the people who take shortcuts or
weren’t trained properly.. There are so
individuals who are not doing a thogiujob can be influenced by anything. (QDE 8)

| have personal experiences that helped me discount any time any information that
points to an identification or elimination or not. The evidence is going to show or not
that the writer did or did not write seething. The issue of bias, to me, is misplaced.
(QDE 8)

To me it doesn’t matter where it comes
l " m just going to |l ook at it as object

similarities or disimilarities, | have to physically find those things and mark those
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areas. I can’t just mark whatever out of
they say in the notes. (QDE 6)

What types of contextual information can document examiners be exposed to and what
are the sources of this information?

Document examiners reported encountering contextual information from three main
sources: (1) their client (attorney or investigator); (2) their work environment; and (3) the
evidence itself. The diffent types of contextual information are considered in turn below.

Case information. Document examiners reported that they were regularly given case
information by their cliert-including what is being alleged, background information on the
individuals invdved in the case, and the history of the questioned document. Examiners
reported receiving this information either via a letter of transmittal, via email, or through a
phone call. Examiners who worked in government laboratories reported having accsss to ca
information through administrative channels, such as a Laboratory Information Management
System (LIMS) or evidence submission forms.

They want to give me the whole story. [
family hates who, and their motheas being taken care of by their sister who was
stealing money from the bank vault. They want to give me all of that. (QDE 15)

Often, about 50% of the ti me, I 11 get te
was witnessed by a notary andtwogduns wat ching him sign th

We have this LIMS system.. Right now | <can
Even with the regular relevant information or irrelevant, whether this person is a
victim or is a suspect awholdstotyofsvhat n t her e.

happened.. That could be in there. (QDE 3)

It is actually on the form quite explicitly. It says: Indicate whose premises the nature
of the contact between the suspect, volunteer, victim, withess, scene, whether there
was prioropportunity for contact. The owner, source of the items, nature of injuries to
victim, suspect, and who bled. List any other known aliases in this section in relation
to drug cases of the audience below located at a previously attended [clandestine]
scenewhich are of particular significance to the investigation. It's actually taking
quite a lot of detail. (QDE 16)
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Theory. Document examiners reported experiences in which they were told their
client’”s theory regardi ng hatkthe expected sutconterofe d d o c
the examination was. Examiners who worked in government laboratories reported
experiences in which investigators would try to tell them how the investigation is going and
would share their own theories on the case.

The person wiise will it was supposed to have been had died and his two tenants in

his apartment and their attorney were suspected of having forged the will and taken
charge of his assets. (QDE 1)

Just a | ot of persona contex“thd hvwaas wien jtuls
area at the time, and so it’s gotta be hi
Someti mes we get the theory. The whole, vy
need you to tell me” (QDE 5)

Physical condition of the writer. Document examiners reported instancesfich
they were informed of the physical state the writer was in at the time the writing was
allegedlycreatedsi ncl udi ng the writer’s age, whether

impairments, or whether they were intoxicated.

I f there’s du eamnm ,t allsluaild yt yat person’ s w
evidence of age overlaps the evidence of
(QDE 3)

Information about the questioned document. Document examiners also considered
the nature of the documemself, for example a will or a threat letter, to be contextual
information. According to our document examiners, the type of evidence to be examined can

indicate that the suspect’s writing sampl e w

That is always the case withleger f r om j ai |
bias in judging that. (QDE 12)

, and threats.. T
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|l > ve al so hadUSijtaialts omesr evhetrleer e’ s somet
Tank Orders are a form that a prisoner wi
want money taken out of their inmate account to buy new socks or something like

that. These tank orders are saved and have been used as known writings many times.
Obviously, when you usually do this often enough, you know what a tank order form

looks like,s o you know the handwriting 1S coming
incarcerated or is even currently incarcerated. (QDE 2)

Other evidence. Examiners reported instances in which investigators told them that a
suspect had confessed, that there was ethidence that incriminated the suspect, or that

circumstantial evidence suggested the suspect wrote the questioned document.

Saying, well this person confessed”, I h
years as a government examiner. (QDE 8)

Policeof fi cers saying they’ ve got CCTV foot a
the bank. (QDE 13)

A couple of occasions we're left with two possibilities. One of whom was the captain

of the boat, and the other of whom was the cook and it was put to mettossaas

found on the bridge, who is it likely to be? | said, that's not for me to determine,

they're then able to say, the captain has access to the bridge, the cook didn't. (QDE 13)

Criminal history. Some of the examiners reported experiences in which they were
told that the suspect had a criminal history of forgery. Some also reported that the comparison

material could indicate that the suspect had a criminal history.

That' s a ver yntcdxts shicadiomgn o“t lhcios gquy di d
forgery, and now we’ve got this other <cas

One of the things that would happen is that we would use as known signatures of the
person on the fingerprint cards fromqp arrests. We would have the ... Use the
information on the fingerprint card, if it was a kind of situation where they filled out
their own height, weight, that sort of thing. We would use their imprinting, but at the
least, at the minimum, they woulde signatures. (QDE 2)

Which types of contextual information are task-relevant and task-irrelevant?
Some of our examiners stated that contextual information was not relevant in the

examination of questioned documents; they believed that all they nieekisalv was the
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purpose of the examination and what the propositions were. Others, however, reported that
some types of contextual information could be relevant, and that these differed o#bg case

case basis.

| think from our perspective, document exaation seems to lend itself more to not

having any of that information available, because generally we just need to know

what needs to be examined, so what is in question, and what is being supplied for
comparison pur poses. Wenhareave cannotlrelybrhanyn k a g
of that additional information. (QDE 16)

I f we do accept the case, then on a case
being alleged.. Either the signature is be
documenthabeen al tered has to be considered..
the history of the document and what led up to the situation where the document is

being questioned in some way. We might need to have other information about the

physical condition of thevriter. (QDE 2)

Task-relevant information. Many of our examiners believed that it was important to
know the history of the document that they were examining. Knowing when the document
had been created and what writing instruments had been used tateseateonsidered
helpful to establishing whether the questioned and known writing are contemporaneous,
which is important for deciding whether it is appropriate to conduct a comparison. According
to our examiners, if the questioned writing was produ€egezrs ago and the known was
written one year ago, then it would be inappropriate to conduct a comparison due to likely
changes over time. A knowledge of the tools used to create the writing was also reported as
potentially taskrelevant; knowing the typef pen used, for example, could be relevant if the
pen used to write a signature did not exist at the time the document was allegedly created.

Knowledge of factors that could have affected the physical appearance of the writing
was also reported to bestarelevant. According to our document examiners, the surface on
which a document is written can affect the appearance of the writumging on a wall, for
example, will look different from writing on paper. Document examiners also reported

needing to knw information about the writer that could explain distorted or unnatural
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writing. A person’s writing, for exampl e, Co
writing was done (e.g., sitting at a table, on a train, or propped up in bed on a pill@w)
writer’s medical condition. Many document ex
facts could affect their ability to assign importance to differences and similarities in the
writing.
Lastly, it was reported that the nationality of the writauldde taskelevant, as it
could help to establish a reference population, which is critical when considering the rarity of
features in the writing.
It s i mportant for document examiners 0
don’t erreampecusliItyhei istt range artefact on a
result of forgery or an attempt at creating fgmuine document versus sieféects
from PDF technology. (QDE 8)
When | was in training, we had a case come in and the writing just loe&lyl add.
It was, it looked like somebody had just tremors, but it looked not like natural
tremors, but it didn’t I ook I|ike tremors
writing.. It turned out that thepajauy had w
table. (QDE 11)
Someti mes there are cases of a specific n
and it’s written on a wal/. Il d i ke to k
maybe something that would give me some ideas about,&dther any report a

substrate or the circumstances of the signing, then it would be useful to know that at
some point. (QDE 15)

Do you happen to know the writing conditions when this signature was reportedly
signed? For example, was she propped uyedon a pillow? Was she at a table? Was
she sitting in a wheelchair? That all has a very important impact on the way your
signature can be unintentionally distorted. (QDE 7)

We need to know whether or not the person has a degenerative disease, like

Park nson’ s or something that would affect

time, in between the time that the document was allegedly signed and today when
we're given the exempl ar s. (QDE 2)

If they have information that the person has some type of affectation that affects their
writing, we want to know that upfront because that is going to affect the exam.
(QDE 5)
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My initial opinion was “yes youonbbtri end w
then | contacted a document examiner in Poland and said can you send me a
copybook from Poland .. It turned out what
between the questioned and the known, was the Polish copybook. So that would be
expected, so gnopinion completely changed. Once | took that into consideration,

that' ' s contextual i nformation, but | want
Latin-based alphabets, they have a different copybook than we do. (QDE 11)

Task-irrelevant information. Information is considered taskelevant if it could
lead an examiner to draw conclusions based on something other than the data contained in the
writing material (NCFS, 2015). All examiners agreed that any information not related to the
physical aspects dfie document is taskrelevant.

| think more often than not you can get away with Q and K and ignore everything

else. (QDE 13)
When asked about specific types of contextual information that would berskant,
document examiners notedthe follony : t he case background, thei
source of the questioned writing, the criminal history of the suspect, and other forensic

science evidence.

The whole history of the family, who’'s re
andChm i st mas dinner was the worst.. [ They sa
forged it, because they just had a big fi

just have to go on and on. (QDE 11)

That [theory about the source] is one of those thingsthatlal | y don’t want
and will try to stop the attorney, but I~
feels the document is forged, the other side is proffering the document because they
believe 1it’'s genuine. (QDE 2)

[The criminal history]$ s omet hing that | wouldn’t nec:eée
to be told because that’s ... to me that’s
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Do handwriting examiners ever experience pressure to reach a specific conclusion?
If so, from what sources?

Some examiners described experiences in which they felt pressured by their client or
workplace to reach a specific conclusion. Examiners who worked in the private sector
described instances in which the attorney misunderstood the nature of documentte@amina
and tried to convince the document examiner that, for example, one point of difference was
enough to exonerate their client. Document examiners who worked in government
laboratories reported feeling considerable pressure at times, or even beiongteaifyy the
investigator if they did not reach the desired conclusion. These experiences would sometimes
result in an investigator tryiAgthethy change t
guestioning the examiner’' s cewilpteetexxamineeandr goi
pointing out all the features that supported the desired opinion. Some document examiners

reported having been lied to by the investigator, in an attempt to influence their opinion.

They might come backyandssenttbf s@Ugyéese,
i ar . |l " ve been called incompetent becaus
wanted. That’'s got nothing to do with the
got to do with their interpretation of what thesanted the result to be. (QDE 14)

[ The investigator] said, “We just need yoc
say” (QDE 4)

Years ago [IlI] had a case where the invest
writer has confessed to writingthesechues” . | examined and |
get to this writer on these cheques. | do

with me because they had a confession and | was screwing up their case. (QDE 4)

|l > ve had t hem ar gu ewvherela’Distect Agtarrtey vanted @te e o u't
be his defendant and not the victim s wri
t his, and this. This is why i1t..” He goes,
lot of argument over that. (QDE 4)
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| " Wwad a detective say to me when | gave
somebody el se who is more of an expert
maybe you’

I nvestigators wil | deague]hatl ttWhcase jus Witbimthis..” .
|l ast week. [The investigator] “Look at
threshold for identification is much lower than ours. (QDE 4)

|l > ve just personally observeddtboo many
something or investigators would lie when they submitted a laboratory examination
request. They would say that someone admitted writing something, or that they
watched another person writing something. (QDE 8)

What contextual information management strategies are handwriting examiners
currently using?

Four contextual information management strategies have become popular with
academic commentators: the case manager model (Found & Ganas, 2013; Thompson, 2011),
sequential unmasking (Krane et al., 20@f)d/independent review (Budlowe et al., 2009;
Osborne & Taylor, 2018), and the evidence-lipe(Saks et al., 2003; Wells et al., 2013).

When we asked our examiners whether they were currently using any of these strategies, we
received mixed responsdsalso became clear that document examiners who worked in the
private sector had a different approach to contextual information management from those
who worked in government laboratories.

The case manager model. Severalexaminers reported using technégualigned with
the case manager model, in which a supervisor or another document examiner would remove
contextual information prior to the examination. Some of the laboratories our examiners
worked in would only screen out the case circumstances incindled evidence submission
form, whereas other laboratories would remove any and all extraneous case information. One
reported issue with this approach, however, was that cases took longer to complete due to the

extra work involved in removing the inforna.
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We have tried to implement a strategy where someone other than the person who is
going to examine the case will go and do the vetting, or they will screen out the
information that is on the [case summary] page. (QDE 16)

Both directors vet all ourases and are responsible for removing contextual

i nformation that’'s not necessary to the <c
time have you got, discuss resources, discuss what they might need to collect in order

to conduct the examination, ar gjive us the case. (QDE 12)

The main thing that we have done is try to on our police PA187 submission form, is to
have an examiner screen out. There's quite often a story that's put in about the
circumstances of a case that exhibits come in for exammatihich we screen out,

so that is one thing that we've implemented. We have one examiner screen that
information out, fill it into an envelope, so that there's a copy of that page at the back.
If there's any pertinent information that is within that dgsion, we would pull out

that if it's not explained within what the examination requestd@®BE 16)

Sequential unmasking. When asked about standard operating procedures for the
examination process, our exami i rexansnersr esponse
reported a process similar to linear sequential unmasking, where they would analyse the
guestioned writing first, then the known sample, before comparing the two. Other examiners
stated that the order in which they examined the writing depesddte case-sometimes
they would analyse the known sample first, and other times they would analyse the
questioned sample first. Ohdeessoxstataiwmetaerannot e d
examiner should analyse the known or the questioned fidthelieved that the order is

determined by the examiner’s experience and

Basically, what it says is that one exami
you’'re examining it not i n dmlbess (QDEblut you

Usually, in a handwriting case, I'll do a preliminary examination of the questioned
document and start my notes, writing in those what we call in the laboratory
trademark characteristi¢QDE 2)

11 The examiner did not identify a specific protocol, but since they were trained accard#gGDOC
standards we assume that they are referring to the SWGDOC Standard for Examination of Handwritten Iltems.
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During an examination of writing, | wifirst, depends on the case, but quite often first
examine ... Let's say it's a signature case. | will examine the known signatures. In
other words, the nedisputed signatures that are submitted to me. The way | examine
the known signatures | say, let'yshere's 20 of them, | do a cross comparison of the
20 known signatures to make sure they were all written by one indiviQRE 7)

| tend to look typically at the question first to find out what are, are there really
anomalies in there. Then I'll godk at the known, and then do a compare and
contrast. (QDE 10)

I'm not sure that the protocol really spells out whether or not you should do the known
or the question first and | think it's a matter of your experience and what works best
for you. (QDE 11)

Blind review. Some examiners who worked in the private sector reported having
colleagues who would peer review their opinions; several of thepsadéitioners described
having an agreement with other document examiners who review their workrot@no
basis. Throughout our interviews, however, it became clear that it is not standard practice for
private document examiners to have their work peeiewed. Document examiners who
worked in a government or police laboratory reported having at least $ahagr avork
peerreviewed, however the peseview process was not standardized across laboratories.
One examiner’s | aboratory utilized blinded r
worked by a second examiner who was blinded to the findings frofirdhether
examiner s’ | aboratories performed technical
and conclusions. Although pesrview appeared to be standard practice in government and
police laboratories, it should be noted that the majorityegeHaboratories did notquire

the reviews to be blinded.

When | have a case that iIs either confusi
about it, or maybe | even suspect my own ability to be objective about it, | have a

colleague or two that Iw| | send an i mage to and have a
not hing for mal and it’'s nothing that I re
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Any of the cases that | have reviewed, | have an agreement with several people, that
“hey, would you taalkeastehd otri me ?t"0 Wee gieeve r ¢
just through email. Have good images, high quality images sent. (QDE 7)

Our type of review is essentially verific
fill out a f or m an dndwribng, orrdees thewattern magchthef y i n g
opinion. (QDE 3)

Everything here is reviewed by another examiner. They will look at the notes.

Typically what | do is | see what’s in qu
examinati on, | 7 | le desliegwith dahdOnkhat ¢id thisvothert ar e w
examiner have as exemplars’”. Il try to pro

They wouldn’t get to see the first examin
the detailed notes, and (QRDE18)r t ainly don’t

Evidence line-up. None of our examiners reported using an evidenceumeéOne
examiner noted that this type of contextual information management is not feasible for
document examination, as it can be very challenging to obtain appropriatarsmnp
(known) material from just a single person. According to this examiner, creating fillers that
would be convincing to a document examiner would take time and resources that laboratories

simply do not have.

We have enough trouble getting specimenmfone person, let alone asking an

i nvestigator to create four other people
an evidence management unit whose job it was to then go and try and source fake
specimens as it were. If they're gonna do that, theyneed to make it real, so it has

to be fake specimens which kind of look like the writing that's in question, not stuff

that's completely different. |1 don't think that's a particular run(@DE 17)

Additional contextual information management strategies. Our examiners also
reported using strategies other than those proposed in the literature. Document examiners
who worked in the private sector, for example, tended to employ strategies that focused on
the risk of exposure to taskelevant contextal information (e.g., that it could be used

against them in court by an opposing attorney), and therefore emphasised giving direct
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instructions to the client as to the information that-#aad was net-taskrelevant. Several
private examiners described Ivay a professional website, on which their clients could learn
more about the examiner’s services and cont a
an explicit warning to the client not to give the examiner too much information.
Other examiners whaere usually contacted by phone reported giving the attorney a
verbal disclaimer at the start of the call. Examiners reported trying to keep these phone calls
short and transferring the conversation to email instead, which had the added benefit of
ensuringhat there was a written record of all the information provided. One of the examiners
had considered having a disclaimer on their answering machine, but was yet to implement
this.

| have tried to mitigate this somewhat. If you go to my website, | hpagaayraph on

the home page that says roughly, “Before
moment to think of how you could ask them a question without revealing the answer
you hope to get”. (QDE 15)

[ Di scl ai mer via phone Iclalygdu “sCometsheiln g,r ,t
through enough depositions where | can tell you for certain, with a certainty, that the

very first question that | 'm going to be
work, is, “What wer e \fgowstdrtaellir mawhataterkt hi s
this other person is, |l " m going to have t
at all to your <client to bring this other

If none of these strategies worked, the doent examiners reported trying to avoid
reading the case material whenever possible. They acknowledged, however, that this was not
always possible to deespecially if the contextual information was contained within the
guestioned document itself.

You canavoid reading it. You have to manage whether you would be influenced by it.

You have to be conscious that you could b
nature of the work that we do, the physic
lookingat,® t herefore the nature of that 1is th
aware of what the content of the letter is. (QDE 14)
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Document examiners who worked in government laboratories reported providing
specific instructions to investigatoSeveral exanmers reported having to educate
investigators on the risks of revealing too much information, saying that they would often
interrupt an investigator who said too much, or ask the investigator to cancel the request and
resubmit it again at a later date. @tlexaminers reported trying to limit interactions with
investigators—and indeed with other forensic uriso reduce the chance of being exposed
to contextual information. Working in a government laboratory meant that the document
examiners sometimes shdre building or a floor with examiners from other forensic

disciplines who might be working on the same case.

We actually have asked police officers in the past who have given us way too much
information, or ovesshared in their narrative to cancel thb pnd resubmit it after
some training. (QDE 12)

lt°s quite often when they ring up and th
and we’'ll cut them off and say, “We don’t

| think that from our perspective, Wiy to limit the conversation that we have so we
don’t know too many details. (QDE 16)

| wouldn’t want [other forensic evidence]
don’ t . | make sure | don’t go and,fornter ac
example. (QDE 12)

What barriers do handwriting examiners face when considering contextual information
management?

Document examiners who reported having implemented contextual information
management were asked whether they had faced any barrtimg so. We also asked
those who had not yet implemented such strategies whether they planned to, and their reason
for their response. The examiners gave consistent responses; those who had already

implemented context management said they had found teaysercome the barriers, and
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those who had not were either trying to work around barriers or were somehow prevented
from implementing the strategies. It also became clear that private document examiners and
government examiners faced different challengeerms of managing contextual
information.

Private sector. For those who worked in the private sector, and especially those who
were solepractitioners, the largest reported barrier was a lack of resedtites, money,
and additional practitioners. Theeexaminers noted that some strategies, such as blind

review, require additional personnel that they simply do not have readily available.

A lot of it | don’t see how I’'m going to
manager and don’ theHumannractonrs Commigter pré talking n

about these schemes that could come into play, where there was some central agency
that took in all the private cases and then distributed them or some scheme like that,

but | don’'t see i ttpraatkal @& wilagpéniamygmetséoa.t * s al
(QDE 15)

Private practitioners also reported barriers relating to confidentiality, such as being subject to
nondisclosure agreements and, therefore, not being able to send questioned and comparison
documents to ather person to be reviewed. Even if they were able to have someone else
working on the case, they reported that the second examiner would need to be paid. Some

solepractitioners reported overcoming this barrier by having an agreement with other private

practitioners, in which they “traded” cases
Having more peer review is probably a goo
what | do, because you get these document
explicitly cootsuppbsedtd take these aricbjust throsv them around.
Number two, any time you ask another expe
compensated, if they' ' re really doing a fu

Government sector. Compared to private practitiorse document examiners who

worked in government laboratories reported a larger number of barriers to implementing
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contextual information management strategies. They reported being constrained in their
ability to implement context management strategiestaluesistance from supervisors and
managers, and the feeling that their colleagues were unwilling to acknowledge their own
propensity for error. As mentioned earlier, some even described experiences in which they
were explicitly pressured by their clientworkplace to reach a specific conclusion based on
taskirrelevant information.

Another reported barrier was that the information is always readily available in the
Laboratory Information Management System (LIMS). Ideally, examiners stated that they
would avoid using LIMS, but they stated that this is not always possible as the system
contains information that the examiner needs for administrative purposes (e.g., the case
number). When asked whether the system could be changed to address this problem, one
examiner mentioned that it would require considerable restructuring, and was not likely to
happen due to a lack of endorsement from management.

Government document examiners also reported being subject to institutional policies
that can be slow to changmd that their laboratories often lacked the resoursegh as
time, money, and peopleto implement effective context management strategies. The
examiners noted that implementing contextual information management strategies can put a

strain on alreadytited resources, and there is uncertainty whether these strategies are

successful i n reducing bias. For thees reason

hesitant to implement them.

Well | know, when | first brought it up [our supervisor] had gaitew issues with

it.. 1 just heard an explosion of why i
People are very much, “No | don’t need
error rate. |l " ve never made a mistake”
it’s just kind of par for the course,

invest gate a |little bit more, able to see
(QDE 3)
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There just doesn’t seem to be an openness
| mean whatever we dequality assuraneceh as t o be approved t hroc
when there is no enthusiasm above, you know. (QDE 3)

l't's just you've got such a small pool of
where someone, iif you take it in, you can
necessarily know or that you piide them only what they would need to know as a

document examiner to complete the case. (QDE 4)

It s nice to have research that says, “th
someone else with the appropriate training to take out all the reddbtsand that,

and take out all the context”, but they <c
yeah, [document examiners] don’t grow on

We’' ve got no measure of how effective thi
made any dference or not. (QDE 16)

I don’t know how you measure whether that

seems to be an agreement that 1t’s a good
of contextual bias is. Until and unless we can build up a picfuras, other than

thinking it must be there and it’s a real
it’s a really great thing. I think it wou
resourcing. And | also thi mgouithe’ s ki nd of

contextual information is going to have some biases. (QDE 19)

Regardless of agency type, examiners noted that contextual information was
sometimes embedded in the evidence itself. For example, the questioned writing could
contain incriminatingnformation, threats or vulgar language, information that could elicit an
emotional response (e.g., bloodstains, a suicide note). Our examiners argued that it would be
difficult—or even detrimentatto the examination to remove this information because it
could also contain important unique characteristics of writing. In this way, examiners

perceived a distinct trae®f between the risk of contextual bias and the loss of information.

The information that S i n the estatement n
anonymous notes and they’ re full of wvul ga
be biasing. (QDE 15)
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You can’t get away from that in circumst a
there have been i nst anc e sbloodstainedinoteslamdb wher
so on which could be a suicide note, or ¢
done that. Very difficult to get away from that. (QDE 13)

If you redact most of [the written words] off that page, it would be difficult tthdo
examination.. | think it would make it har

You’d just do your best to avoid that wunc

sample I don’t think there’s a way you ca
somet hi ng i mportant. Say if someone says *
first”. You might have something really i

that changes the opinion of the case. (QDE 5)

Discussion

Most of our document examinearsported being aware of the potential for contextual
bias in forensic science, and acknowledged that these biases could affect their work. These
attitudes are similar to those of others in the forensic science community. In a global survey
of forensicexamner s’ vi ews on bias, the majority of
the forensic sciences and that a forensic ex
(Kukuckaet al., 2017)Several examiners in Study 3, however, believed that knowledge of
taskirrelevant contextual information did not put them at risk of being biased, either because
they could ignore the information, or they would be sceptical towards the information. These
opinions reflect arguments made by forensic examiners in other disciplines (Butt, 2013;
Leadbetter, 2009; Thornton, 2010), but are not supported by empirical evidence (Dror et al.,
2006; Dror & Charlton, 2006; Pronin, 2006).

When asked about tasklevane , our exami ner s opinions w
the definitions provided by the National Commission on Forensic Science (NCFS, 2015). Our
examiners reported that, more often than not, all they needed to know was the proposition in

guestion. Contextual farmation was only considered task relevant if it helped the examiner

attribute significance to features found in the evidence or if it informed their opinion level
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regarding authorship. That is, knowledge regarding factors that could have affected the
physical appearance of the writing was the only type oftalkvant contextual information,
and only on a casley-case basis.

Understandinghetaskrelevance of contextual information is an important step in
managing contextual bias, but equally importardeterminingvhenexaminers shoulde
made aware of this information. Research on context and comprehension indicates that
disclosure of contextual information after the evaluation of the original information does not
affect any subsequent interpretatwfrthe original information (Bransford & Johnson, 1972).
As such, document examiners should only be given ther¢deskant information after the
initial examination has been completed. The examiner can therameine the evidence (if
necessary) and upeatheir opinion. Any changes to the opinion should be recorded and
taken into account by the trief-fact (e.g., jurors; Thompson, 2011).

Our document examiners considered contextual information management an
important step towards mitigating bias doadskirrelevant information. When asked about
the contextual information management strategies they are currently using, several of our
examiners reported successfully using strategies such as the case manager model or blind
review. Others, however, refted experiencing difficulties in implementing any strategies
due to resistance from aworkers, supervisors, or management. This resistance is likely due
to the fact that many people “misconstrue co
canbe overcome through sheer will power, rathe
(Kukucka et al., 2017, p. 456).

I nterestingly, one document examiner’s ap
the initial examiner wrong; the verifier essenyiapproaches their task wittcansiderthe-
oppositestrategy, which can mitigate the risk of confirmation bias (Reese, 2012).

Confirmation bias involves a positive test strategy, where a person will test a hypothesis by
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searching for, or prioritizing, datthat confirms rather than confutes it (Saks et al., 2003;
Wason, 1960). The purpose of the consitteropposite strategy is to reduce biases by
encouraging the verifier to focus on features and characteristics that violate their
expectations. This appaoh to hypothesis testing has been shown to be a successful debiasing
technique in several different domains. For example, Budesheim and Lundquist (1999)
di scovered that arguing for a position incon
tendencyto consider information in a biased manner, and Hirt and Markman (1995) found
that participants formed debiased judgments of hypothetical situations when they considered
alternative or opposite explanations for the situation. The corgid@pposite striegy is
currently not commonplace in the verification of conclusions in forensic disciplines.
Considering that this strategy has been successful in reducing confirmation bias in other
domains, it could be an effective method of reducing bias in forensiiegrs.

Unfortunately, the contextual information management strategies described by our
document examiners did not protect them from external pressure; somesghouners
described experiences in which they were pressured by their clients or fa¢tees work
environment to reach a specific conclusion. Reports of clients pressuring forensic examiners
appear to be relatively common in the literature. According to Giannelli (2007, p. 226),
attorneys often *“push t hdstegiveteeldesiped dpinionnA pr es s
survey of 365 forensic examiners in the UK revealed that 28.6% of respondents experienced
feeling pressured to produce a particular result (Geddes, 2012).

Indeed, there are documented cases in which investigator preadorensic
examiners resulted in a wrongful conviction. In 2010, the North Carolina state crime
laboratory came under investigation when laboratory results led to the wrongful conviction of
a man named George Taylor (Giannelli, 2012). Investigators disedthat the crime

laboratory had distorted or withheld evidence in more than 230 cases since 1994. According
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to the investigators, this misconduct was due to forensic examiners coming under pressure
from prosecutors to produce results that would secaomaction. Most notably, the

laboratory had a policy in place preventing the reporting of results of more sophisticated tests
if they challenged or contradicted those of simpler tests that supported the prosecution
(Giannelli, 2012). Cases such as thésmonstrate the importance of forensic examiners
working with laboratory management to secure proper contextual information management
strategies which protect them from external pressure.

During our interviews, however, it became clear that externasyress not the only
barrier document examiners face in managing contextual bias. One major barrier to
implementing contextual information management strategies, for example, appeared to be
concern about the fact that there is uncertainty regarding hewatig#f suggested contextual
information management strategies are. In forensic science, the fact that the ground truth is
often impossible to determine makes it challenging to determine whether the implementation
of context management is having any eff@ark, 2008). Furthermore, both private and
government laboratories have limited resources, most of which are dedicated to efficient
turnaround times. As a result, management can be reluctant to spend valuable resources in the
absence of feedback to supipitre efficacy of contextual information management strategies
(but see Chapter 9, for a discussion on inserting 4ésts into the workflow).

Where to from here?

Almost 125 years have passed since Hagan (1894) first raised concerns about bias in
handwiting examination. The interviews conducted in Study 3 have made it clear that these
concerns are still not being adequately addressed by mddgrtlocument examiners.

Although some practitioners have taken steps to mitigate the risk of bias, the imipliome
of contextual information management strategies is occurring at a slow pace, and is being met

with resistance from those who still believe that bias is not the problem it is being made out
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to be. In Chapter 9, we reflect on this issue in lightusfexperimental and field data, and

consider the way forward.
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CHAPTER NINE

GENERAL DISCUSSION
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Although people are inclined to believe that they perceive and interpret the world
around them in an objective and unbiased way, the reabifyes quite different (Pronin et
al., 2002). Instead, when faced with ambiguous or incomplete information, we rely-on top
down processes to *fildl in the gaps’'. These
of the information, which can lead éoror (Bartels, 2010; Frasétackenzie et al., 2013;
Giannelli, 2007, Kinchla & Wolfe, 1979). Of course, in everyday life, such errors usually
only have minor consequeneesve might misremember an argument with a friend in a way
that favours our own viewor example. Unfortunately, however, there are numerous contexts
in which bias can have severe ramifications. Biased interpretations of forensic evidence, for
example, have been associated with numerous wrongful convictions (Garrett & Neufeld,
2009; Innocace Project, 2014, 2017b; 2017%d\National Registry of Exonerations, 2018). In
this thesis, we explored the effect of contextual bias in handwriting aralgdsrensic
discipline that has received little research attention, despite several charactaastieader
its examiners particularly susceptible to condextuced bias (Kukucka & Kassin, 2014;

Miller, 1984; Sulner, 2014).

Handwriting differs from other types of forensic evidence, chiefly due to its highly
dynamic nature. That is, a considerdbhel| of intrawriter variation means that differences
between a questioned sample of handwriting and a known sample cannot necessarily be
attributed to a different source. To date, however, only two studies have directly investigated
the effects of contdual information on handwriting analysis (Kukucka & Kassin, 2014;

Miller, 1984). Furthermore, only one unpublished study has explored contextual bias as it
relates to signature examination (reported in Merlino, 284®)which examiners need to
base theidecisions on very small writing samples. The overarching goal of this thesis was to

address this gap in the literature.
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Experimental Research
In StudieslA and 1B lay participants were presented with a series of questioned and
known signatures, and askto determine whether or not the questioned signature had been
forged. Half of the questioned signatures were accompanied b¥piaiging case information
suggesting a forgery (e.g., stating that the questioned signature came from a suspect with a
criminal record), the other half were accompanied by-hasing information (i.e., simply
stating that the questioned signature came from a suspect). Contrary to our expectations, the
contextual manipulation did not significnt nf | uenc e p atodiscaminata nt s’ ak
between genuine signatures, or their response bias. We suggested two possible reasons why
we did not observe aontext effect in Study 1A. The first was that the response scale we used
was not sensitive enougktheuse of a dichotomous forged or genuine response option may
have obscured any context effects on the examination process. The second possibility was
that the contextual information was not directly tied to the decisiaking process-
participants read theformation prior to being exposed to the signatures.
We controlled for these two possibilities in Study 1B. Contrary to Study 1A, signal
detection analyses in Study 1B revealed that the biasing information affected both
partici pant s’ onsebmas The presentewf highigding cantexpual
information significantly reduced participan
signatures, and increased their tendency to say that signatures were forged. Furthermore,
although the contextul mani pul ati on did not influence p
‘forged’” decisions, it significantly reduced
The presence of a context effect on sensitivity in Study 1B raised the possibility that
thecom ext ual i nformation may have influenced t
guestioned signatures. Specifically, directional cues in the contextual information could have

led our participants to disproportionately focus on features in the evitt@tcgippoddthe
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expected outcome (i.e., to engage in a positive test strategy). In Study 2, we therefore
investigated the association between contextual bias and the signature examination process.
More specifically, we adopted the same paradigm usEaperiment 1B, but manipulated
whether people searched for and identified similarities or differences between questioned and
known signatures. If contextual information promotes the use of a positive test strategy (and
thus, contextual bias), then forcipgrticipants to engage in a negative test strategy should
eliminate the effect.

Contrary to our expectations, instructing participants to focus on similarities did not
eliminate contextual bias. In fact, participants who focused on similarities exhabited
significantlyhigherresponse bias (that isJawer threshold for determining that the signature
was forged), relative to participants who were asked to identify differences. Our Study 2 data
also showed that, regardless of task, the features parteigpearched for and identified in
the signatures was firmly tied to the contextual information. Specifically, participants who
were asked to identify similarities indicated more point®w-bias trials thamn high-bias
trials, while those asked to idé@gtdifferences showed the opposite pattern.

Taken together, our data show some evidence of contextual bias in a signature
examination task. These data are also broadly consistent with the existing literature on
confirmation bias (Giannelli, 2007; Kleyan & Ha, 1987; Nickerson, 1998; Wason, 1960),
and contribute to a growing body of research demonstrating that cainitext expectations
can affect the evaluation and judgment of forensic evidence (e.g., Dror et al., 2006; Dror &
Charlton, 2006; Kukuck& Kassin, 2014; Lange et al., 2011; Langenburg et al., 2009).

Our signal detection data are also consistent with those of previous studies that have
found that laypeople show a liberal response-bifst is, a higher rate of hits and false
alarms than nsises and correct rejectiersegardless of their exposure to contextual

information (Searston et al., 2015; Stevenage & Bennett, 2017). In our discussions of Study
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1 and 2, we suggested that the mere fact that the signature was in question could have led
participants to expect it to be forged, and therefore that the suspect was guilty.

In handwriting examinations more generally, however, deciding that two samples
were written by different people does not always indicate guilt. Rather, this notion is
depenént on the proposition associated with the questioned writing. Consider, for example,
the contextual information used by Miller (1987) and Kukucka and Kassin (2014).
Participants in those studies were requiedeterminavhether a suspect had written a hold
up note; in this case, a match indicated guilt. We therefore propose atlstudy to
Study 1 and Study 2, in which these propositions are manipulated in a-suttjacts
fashion—that is,in some trials, a match wtnl indicate guilt, whilen others, a nomatch
would indicate guilt. Coupled with contextual information suggesting either a match or a non
match, such a study would provide more nuanced insight into the effects of contextual
information on evaluationsf guestioned handwriting.

One distinct advantage of the signal detection approach that we took is that it allowed
us to separate the effects of contextual information on sensitivity and response bias. A
limitation of this framework, however, is that itaessitated a dichotomous response. Such a
response scale is not representative of that used by questioned document examiners, who are
able to provide nine possible conclusions, ranging fdentification(i . e. , “John Doe
t he quest i onneahclusiagtie.rd.a,l "“)1 taom unabl e to dete
wrote the queselimpatoadi .ma.t.,er " Jhdwtitg thdgoestioded d n ot
ma t e r SWEGDOQ, 20(3). Under such circumstances, it may be more appropriate to
utilise a ratingask in which participants give graded responses (e.g., 1 = identification, 9 =
elimination) instead. While we took this approach in Study 2, it only allowed us to examine
participants’ confidence independeetiont | y, rath

analyses.
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According to Stanlisaw and Todorov (1999), continuous ratings can be used to
calculate points on i@ceiver operating characterist{®OC) curve, which plots hit rate as a
function of false alarm rate. Each point on the curve corresgoraldifferent criterion; for
example, one point distinguishes ratings of 1 from ratings of 2, another distinguishes ratings
of 2 from ratings of 3, and so on. The area under the curve is a measure of sensitivity,
independent from response bias. An RO@rapch does not, however, offer a direct measure
of overall response bias. Instead, it provides an index of decision threstsaldis point on
the curve represents a subjective threshold point for each comparison (Phillips et al., 2001).
Future research shig begin to explore the use of ROC analysis in contextual bias studies.

Another important aspect of Studies 1 and 2 that warrants attention is the nature of
our sample. Specifically, the fact that our participants were laypersons and not forensic
examirers could lead some to argue that our findings do not inform professional practice
(Langenburg, 2017). Forensic examiners are considered experts in their respective fields on
the basis that they can perform their tasks to a higher standard than noweles €Tal.,

2018). Studies comparing forensic examiners and novices have repeatedly shown that
forensic experts consistently outperform novices in terms of accuracy (Bird et al., 2010b;
Busey et al., 2010; Dyer et al., 2006; Kam et al., 1997; Kam €041, Kam et al., 2015;
Searston & Tangen, 2017; Sita et al., 2002; Tangen et al., 2011; Thompson & Tangen, 2014;
Thompson, Tangen, & McCarthy, 2014; Towler, White, & Kemp, 2017), leading some to
guestion the appropriateness of extrapolating findings &toiies using laypeople to the

wider forensic community (Langenburg, 2017).

't i s important to note, howed)scores t hat
were significantly higher than zero. That is, even though they were not trained in signature
examination, our participants were able to discriminate between genuine and forged

signatures at a rate that was significantly greater than chance. This finding suggests that we
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can generalise our data to some extent, in a way thebwe nd if participan t s’ response
were essentially random (i.e., a mean sensitivity that did not differ significantly from zero).

't i s someti mes argued that forensic exan
susceptible to contextual bias (Langenburg, 2017). When wedeortke wider literature on
the nature of expertise, however, we see that this is unlikely to be the case. In fact, some
researchers have argued that experts are likely to benes@vulnerable to bias than
laypeople (Dror & Charlton, 2006). Expertisdails the use of schemas, heuristics, and top
down processing to perform tasks quickly and efficiently. Unfortunately, reliance on these
cognitive processes renders experts more vulnerable to tunnel vision and bias than laypeople
(Busey & Dror, 2011; Dror2011). Forensic examiners might also be especially susceptible
to bias because of the emotional nature of their work, which could promote motivational
bias—especially in examiners who exhibit a high need for cognitive closure (Charlton et al.,
2010).

Anocther limitation of Studies 1 and 2 with regard to ecological validity is that our
paradigm and stimuli were not a precise analogue of the everyday work environment of a
handwriting examiner. They did, however, afford us a high degree of experimental contro
and a level of statistical power that is not available in field research using very highly
specialised-and therefore smaltpopulations. Experimental studies carried out in forensic
science workplaces offer ecological validity, but often involve verylssaaiples (e.g. Dror
& Charlton, 2006; Dror et al., 2006; Dror & Hampikian, 2011; Hall & Player, 2008; Kerstholt
et al., 2007; Kerstholt et al., 2010; Langenburg et al., 2009). Furthermore, in several field
studies of contextual bias in forensic discipinihe experts were aware they were taking part
in a research study (e.g., Dror & Hampikian, 2011; Hall & Player, 2008; Langenburg, et al.,
2009), raising the risk that they would complete the tasks in a way that did not reflect their

usual practice (Drog009; Dror & Cole, 2011; Dror & Rosenthal, 2008; Park, 2008; see the
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Hawthorne effectAdair, 1984; Levitt & List, 2011). Studying expert performance becomes
difficult because participants are motivated to do-wfleir performance during the
experiments not going to be representative of their routinetdegay casework (Dror &
Rosenthal, 2008; Park, 2008).

To overcome this problem, Dror et al. (2006) and Dror and Cole (2006) covertly
inserted test cases into the daily workflow of expert fingerpgsaminers. Not only did these
researchers find evidence to suggest that fingerprint examiners could be biased by contextual
information, they also discovered that their
such effects. Unfortunately, althoutitese two studies demonstrated a high degree of
ecological validity, they were limited by very small sampNs-(5, andN = 6, respectively).

In conclusion, although our two lddased studies allowed us to maintain a high
degree of experimental contler the stimuli and manipulated variables, it is clear that
investigating expert performance in an ecologically valid way while maintaining a degree of
scientific rigor poses a considerable challenge. As such, we argue that the findings from the
two expeimental studies should not be taken as evidence for contextual bias\woréhl
signature examinations, but rather be seen as a first step towards developing signal detection
paradigms that can be used to investigate context effects in professionatitiagdw
examiners.

Field Research

In addition to calling for studies that investigate contextual bias in forensic examiners,
the NRC (2009)ecommended that forensic laboratories develop standard operating
procedures that minimize or mitigate the risk iafsb In light of our Study 2 datawhich
suggest that simply manipulating the way the examiners search for information is unlikely to

combat contextual biasit is particularly crucial to examine potential ways to either limit
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exposure to contextual infornma, or to find ways to present contextual information in a
way that is |l east |ikely to influence examin

Academic commentators have proposed several strategies for managing contextual
information in forensic science disciplines (Budlowalet2009; Dror et al., 201%ound &

Ganas, 201Xassin et al., 2013; Krane et al., 2008; Saks et al., 2003; Stoel et al., 2011;
Thompson, 2011; Wells et al., 2003). The nmedteme of these recommendations involve
blinding forensic scientists @l contextual information (PCAST, 2016). Oftentimes,

however, forensic examiners need a degree of contextual information in order to perform the
task asked of them (Thompson, 20Thornton, 200). In these cases, what becomes crucial

is an understanding ofhich contextual information4s-andis not—relevant.Because

handwriting is the product of both behaviour and circumstances (e.g., the writing surface, or
the age of the writer), the type of contextual information that a handwriting examiner requires
is likely to differ from that required in other forensic disciplines. Some or all of the
recommended context management strategies ntinginefore not be feasible for document
examination.

In Study 3, we interviewed professional document examiners abouvigngion—
and experiences witrcontextual bias in their daily work. Our goals were to investigate their
perceptions of the relevance of contextual information in document examination, the current
context management strategies in place at their workplawgshe barriers to implementing
contextual information management strategies.

Our interviewees reported being aware of the potential for contextual bias in forensic
science, and considered contextual information management an important step towards
mitigating bias that could arise due to taslkelevant information. Unfortunately, however,
the majority of our interviewees reported institutional or financial barriers that prevented

them from implementing most or all of the context management recommendatdesy
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academic commentators. One common theme discussed by the document examiners was that
many of the recommendations may not be practical or feasible in their line ofBeaduse

the NRC (2009) report recommended that forensic laboratories devahojast operating
procedures that minimize or mitigate the risk of bias, we will discuss contextual information
management strategies that are likely to be effective for document examination in light of our
findings as a whole.

The results of our experimeh studies indicate that knowledge of contextual
information can reduce sensitivity and increase response bias, and that contextual bias cannot
be eliminated by asking people to focus on features in the evidence that disconfirm
directional cues in the ctextual information. As such, it is imperagivo minimize forensic
examines exposure to contextual information. One proposed strategy to achieve this is the
use of a case manager in forensic laboratories.

Several document examiners in Study 3 repontexking in an environment that had
successfully introduced case managers. Other examiners, however, questioned the practicality
of having a nominated case manager in their laboratory. Their primary concern was lack of
knowl edge on t he —adasnent exammnerg leelieved thab, éohaacdsé
manager to be effective, they would have to have an understanding of how document
examination worked and what information was relevant to the process. Because it is not
realistic to expect a case manager toramed in all forensic disciplines that they would be
managing cases for, we suggest a compromise. The document examiners interviewed in
Study 3 identified several types of information that could bealgvant, and largely agreed
on the information thds entirely irrelevant. We suggest that similar interviews are
conducted with practitioners in other forensic disciplines, so a list of¢deskant

information can be developed. Such a list would aid a case manager in determining which
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information to emove from a case, and qualified forensic examiners would be able to focus
on their work rather than divide their time between two roles.

Some questioned document laborater¢isose involving solgractitioners, for
example—do not have the resources siablish a case manager in their laboratory. A
resourceefficient alternative to a case manager is linear sequential unmasking, in which the
guestioned writing is examined first in the absence of the known (suspect) material (Huber &
Headrick, 1999} ewis, 2014;SWGDOC, 2000). Such a strategy prevents examiners from
“working backwards” from the suspect to the
allowing their expectations to influence the examination process (Dror, 2013). This approach
might be espaally important considering findings from our experimental studies suggest
that contexddriven expectations and directional cues inherent in contextual information
negatively affected our participants’ sensit

An additional step raed by the practitioners we interviewed was making the
verification part of the ACE method a blind one (Budlowe et al., 2009; Dror et al., 2015;

Osborne & Taylor, 2018). That is, a second examiner woulbr& the case without
awareness of (1) anycas#® at ed i nformation and (2) the fir
Although many of the document examiners interviewed in Study 3 reported that the

verification or technical review of a case is common practice in their workplace, this review
processisoftenndt!| i nd; i nstead, the reviewer merely
notes to assess whether the conclusions are supported by the evidence. This type of

verification has been roundly criticised in other forensic disciplines, as knowledge of the first
examher ' s opinion can influence the verifier’:
Wertheim, 2009; Merlino, 2015; OIG, 2006). A similar effect was also demonstrated by
participants in Study 2: knowledge of forens

participat s° evaluations of the evidence.
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Notably, one of our interviewees reported trying to prove the initial examiner wrong
during verification ¢onsiderthe-oppositestrategy; Reese, 2012). Adopting such a strategy
could be an alternative to blind reviews aboratories that are short on time and personnel,
but caution is warranted considering that such a strategy likely created a debiasing backfire
effect in participants in Study 2 (Sanna et al., 2002; Schwarz & Vaughan, 2002). That is,
asking participantstfocus on features in the evidence that contradicted the suggestion that
the questioned signature was forged resulted in those participantsriemigased towards
concluding a forgery.

One concern expressed by the practitioners that we interviewedl levels of
empirical evidence on the effectiveness of contextual information management straegies.
one of our interviewees stated, “We’'ve got n
track, like whether it [context management] has made anyeliffee or not ’6). ( QDE 1
Anot her interviewee commented that “1 woul d
balance between how much influence does it [contextual information] potentially have, so
how serious is the problem versus how much impacidvany mitigating management that
we try and infuse it to have. Also, would that management actually be real and would we be
actually achieving anything ot mganythindhabbout gi vi n
it ( @D Itis challengingo measure the success of context management schemes
because the grourtduth in everyday cases is unknown.

One way of testing the efficacy of context management methods would be to integrate
blind-tests into the workflow, where the ground truth is kn@nd error rates can be
calculated Whitman & Koppl, 2010). In the forensic literature, double blind testing refers to
tests in which an examiner does not know the ground truth and is not aware that they are
being tested. Kerkhoff et al. (2015), for examptelled a doublélind testing programein

firearms examination in the Netherlands. The authors prepared proficiency tests and validity
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studies and asked police agencies to submit these as real cases. Not only did this allow the
authors to calculate ¢hrate of incorrect conclusions, knowing the ground truth meant that
results from these tests could be useprovide examiners with feedback on their

performance. It should be noted that Kerkhoff et al. (2015) used the duudddest to
investigate aor rates, rather than bias specifically. However, a similar methodology could be
applied to investigate the efficacy of context management strategies.

Concluding Remarks

Although there are still individuals in the forensic community have difficulty
recognizing the fact that contextual bias can influence the examination of forensic evidence
(e.g., Butt, 2013; Leadbetter, 2007; Thornton, 2010), the majority of the forensmumnity
has now accepted that contextual bias poses a real threat to their objectivity. Indeed, a large
body of research has demonstrated that contextual bias can negatively affect the examination
and interpretation of forensic evidence (Dror et al., 2006r et al., 2006; Dror & Charlton,
2006; Kassin et al., 2013; Kukucka & Kassin, 2014; Langenburg et al., R8RBaeizadeh
et al., 2014; Osborne & Zajac, 2015; Osborne et al., 2016a; Searston et al., 2015; Stevenage
& Bennett, 2017), and members oétforensic and academic community have established
working groups dedicated to investigating this very issue (e.g., the Organization of Scientific
Area Committees (OSAC) for Forensic Science).

The next step should be to develop and test standardizedigesder contextual
information management that take into account the different needs 9fisolate, and
government document examination laboratories. The challenges faced by document
examiners in the private sector are different from those who walgovernment
laboratory. It is clear that current recommendations for gnm@nagement cannot take a

‘ one sl approathi dutghis has not been addressed in proposed contextual
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information management strategies, and a large portion of docenxsniners are currently
not able to implement the suggested contextual information management strategies.
Furthermore, document examiners should not be held solely responsible for the
management of contextual information. From our interviews it is d@dmttorneys, clients,
and investigators are a significant source of contextual information and bias, and yet context
management recommendations to date have not addressed this (Elaad, 2013). We recommend
the development of guidelines and training programeducate investigators on the dangers
of exposing document examinerscaserelatedinformation. It would also be beneficial to
implement institutevide policies that protect the examiners from being exposed to
extraneous information. Furthermoretli@ civil arena, we suggest that attorneys be educated
on the dangers of biasing their expeatsd that legal support is provided for document
examiners who feel they are being biased or pressured by their retaining attorney.
Finally, the efficacy of caiext management strategies needs to be tested. We suggest
inserting blind tests-using a signal detection paradiganto the daily workflow. Although
this might not be feasible for all laboratories, especially those involving sole practitioners, we
argue thatests of this nature can carried out in larger laboratories to establish baseline
efficacy. Once the efficacy of context management has been tested, and if these methods are
found to be effective, academic commentators and forensic scientists coutdca#éao
develop standardized contextual management strategies for each forensic discipline. Their
overarching aim to should be to establish standardized guidelines on context management

across all forensic laboratories.
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AppendixA: Interview protocol for Study 3.

Background

Before we start, can you please tell us how long you have been working as a forensic
document examiner and describe any training you have done for this type of work.
What type of agency do you work witlgng., private, police, independent, academic)?
What is your educational background? What qualifications do you require to become a
QDE?

Research background?

Proficiency testing? Feasibility of fhouse testing administered by context manager as a
A r e aabed blirding examiner to the fact that it is a test

QDE Methods

Who requires your expertise? How are you contacted? How often?

Breaking down the stages of QDE

In your own words, describe the role of the forensic handwriting examiner, and the nature of
your expertise?

Describe the various roles within QDE that you may have (e.g., lab manager, bench analyst,
reviewer)

Are you an expert in any other forensic disciplines?

Can you please give a brief description of the document examination process? Of the
handwriting examination process (if different)? Signature examination (if different)?
What is an adequate number of exemplars that you need to compare to the questioned
document?

What instruments/tools do you need to begin an examination?

From what weknow, there appear to be four main types of cases in which you might be
required to do a signature comparison/handwriting examination.

- Alleged forgery(in which you might compare the questioned writing/signature to
that of a suspect and/or purported writanyone else?)

- Alleged disguisde.g., to avoid culpability)

- Who done it?e.g., threatening letter/ransom (open set) or incriminating
statement (e.g., from prisoner, closed set))

- Inner comparisoni were two questioned documents written by the same erson
Where there is no fiknowno writer

- Can you give us some examples of cases like those described above where your
expertise were required?

- Are there any other case types that you might be involved in? Can you give us
some examples?

- Would you ever be askedrxample, to comment on timental/physical state of
the writer?

- What about th@ature of the writing instruments/papér

From what we know, the main opinion that you will offer is about source (i.e., whether a
suspect did or did not do the questionediwgs). Is that correct?

- Genui ne, not genuine (donét talk about
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Can you please describe the opinion language and levels of those opinions that you use (e.g.,
likelihood ratios, probabilities, verbal scale)?
[Discussgenuine, not genuine, same source but disguised to look different if participant
doesn’t talk about these.]|]
What is your role in informing police and lawyers as to the QDE conclusions? Would you
ever be asked to help develop theories of the case for the police? Fgslexaow or why
an action might have occurred?
Has your expertise helped the broader context of the case? How was this done? Can you help
to determine possible motives? Under what circumstances does this happen? Would this be
done before or after or with your report?
General assessment of information in QDE
Prior to examination of the documents, what information do you typically need in order
determine whether or not you will accept a case?
In what circumstances would you need information beyond thawhdimg sample? What
would this information be?
What is the minimum amount of information needed to conduct an examination? Does this
differ depending on the case? In what way?
What information do you typically get that yowo méet? Who gives you thigormation?
Why?
Do you ever receive information that you think could have a biasing effect on your
examination? How do you deal with this information?
In some cases (for example a handwriting sample that contains incriminating evidence) there
may be cotextual information contained within the sample. How do you deal with this
information? Is it important for your analysis? Do you take any steps to avoid this type of
information?
Information relevance at each stage of Handwriting Examination Process
Areyou aware of the NIST Handwriting Examination Process Map? Do you use this as a
methodology?
If not, do you have another standard that you follow? What is it?
We are now going to talk through the NIST process map, and will ask what information you
need akach stage, if any.

Questioned writing pre-analysis.

- (0) What information do you need to review and verify the documents sent for
examination? Does this vary depending on the case?

- (110) How do you determine if the Q document has sufficient claritgetad?
What information do you need at this stage other than the Q document?

- (160) How would you determine if consultation/research would assist in your
examination?

- (120) What do you do if you are not familiar with the character set or signature
style ugd?

- (130) How do you determine if there is enough Q material to compare? What
information do you need at this stage other than the Q documents?

Known writing pre-analysis.

- (220) How do you determine if the known sample contains sufficient clarity and
detal? What information do you need other than the K sample(s)?
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- (230) How do you determine if there is enough comparable K writing?

Does the same analyst who determines the sufficiency of Q and K for analysis also perform
the analysis? Why, why not?
Analysis of Questioned writing.

- (310) When you observe the characteristics in the Q document, what other
information (if any) do you need to do this?

- (320) How do you assess the level of complexity? What other information do you
need?

- (330) What information do yoneed to consider the type of document that you are
looking at?

- (340) What information do you need to consider the writing instruments?

- (350) How do you determine if grouping the Q samples by observed similarities
would be helpful?

- (370) How do you formulate initial possible explanations for observations of Q
document?

Analysis of Known writing.

- (400) When you observe the characteristics in the K writing, what other
information (if any) do you need to do this? Will you have tlsai@ple near you
at this point?

- (410) How do you assess the level of complexity? What other information do you
need?

- (430) What information do you need to consider the type of document that you are
looking at?

- (420) What information do you need to consither writing instruments?

- (440) What information do you need to consider whether K is contemporaneous
(made at the same time) with Q?

- (450) How do you assess K samples for multiple writers {sgaromparison).
What information do you need to do this?

- (460) How do you formulate initial possible explanations for observations of K
document?

- (350) How do you determine if grouping the K samples by observed similarities
would be helpful?

- (510) How do you assess the range of variation of the K writer?

- (520) Howv do you determine if the K samples are reliable and suitable for
comparison?

Comparison of Q and K writing samples.
Do you compare the Q and K at the s-ame ti me?
analysis, will you see the K writing before/at the same time as the Q writing?
Do you see any issues/advantages with seeing the Q and K writing at the same time?

- (530) Howv do you determine which characteristics are of interest? What
information other than the writing samples do you need to determine this?
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- (540) How do you classify distinguishing features as dissimilarities and
similarities among corresponding charactercst? What information do you need
to do this?

- (550) What information do you need to note absent characteristics?

- (560) How do you determine if dissimilarities are due to natural variation? What
information other than the Q and K samples do you need tondietethis?

Evaluation.

- (600) What information do you need in order to determine if there are limitations
present in the quantity, quality, and comparability of the samples?

- How do you determine what asegnificant differences?

- How do you determine whateasufficiently significantdifferences?

- How do you determine what asegnificant distinguishing characteristic®

- How do you determine what aseynificant similarities?

- How do you determine what asefficiently significantsimilarities?

- Do you use case information to help you separate the difference between
significant, sufficiently significant, andsignificant distinguishing
characteristic®

- How do you determine if the combination of significant distinguishing
characteristics are subst#éial enough to make an identification?

- Inconclusive vs. no conclusiérdo you differentiate between these in your
report? How? If not, why?

- Opinion on using Likelihood Ratio vs. categorical identification decisions. There
is a strong push in all forensdisciplines to move away from categorical
identification classifications. What is your opinion of this?

Review

Are your conclusions reviewed? By who? (If no, why not?)

Can you please describe the review process?

Does the reviewer know your conclusionf®be the review is conducted?

Report/Court

Does the format of your report differ depending on who has requested your expertise? In
what way?

Does the format of your report differ depending on the type of case? In what way?

Does your report inform the readef all the information other than the writing samples that
you had access to?

What is your role in Court? How often is your report used in Court proceedings? Is this
usually in person or do you have statements read by a Clerk?

How is your report used ifot in Court? By whom?

Specific Types of information

Now we are going to list specific types of information that you might encounter on any given
case. Could you please discuss whether (and why) this information is relevant, irrelevant,
whether the relevance depends on the case (and how), and whethesgideto avoid this
information?

- Who is requesting your services
- The requester’s theory about the writin
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- Alternative theories of the writing sample (i.e., police have requested your
services believing X happened, but defence are arguing thappened)

- The suspect’s name and detail s
- The name and details of any other parties
- The suspect’s criminal hi story (e.g.

- The case name or number

- The content of the writing (e.g., in a random note/threatening letter)
- How your @nclusion will be used by the client

- How urgent the case is; i.e., how quickly your conclusion is required
- ?[list more here]

Are there any other types of information that you can think of that would be valuable for you
to consider during your examination?

Context management

Do you employ context management procedures at present? Why/why not? What barriers
are/were there for you to do so?

Do you think context management is the most appropriate way of dealing with unconscious
bias? Why/why not?

To finish

Woud you be interested in participating in an experimental study further examining some of
the issues identified?

National Commission definition of taskrelevance [This is here for reference if the
definition comes up in discussion]
Information istaskrelevantfor analytic tasks if it is necessary for drawing conclusions:

1) About the propositions in question

2) From the physical evidence that has been designated for examination

3) Through the correct application of an accepted analytic method by a competen
analyst.

Information istaskirrelevantif:

1) Itis not necessary for drawing conclusions about the propositions in question.

2) It assists only in drawing conclusions from something other than the physical
evidence designated for examination; or

3) Ifit assists only in drawing conclusions by some means other than an appropriate
analytic method.
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