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Abstract

In order to effectively manage and protect populations, it is crucial that long-term trends in abundance and population structure are understood. Kaikōura is one of the few places worldwide where sperm whales can be found only a few miles offshore. Although whales are present nearly all year round, individuals come and go from the study area, and hence none are truly resident. They are the focus of an economically important whale watching industry and may also indicate changes in the ecosystem, driven by climate change or other human impacts. Previously, a decline in individuals using the study area had been detected from 1991-2007. My research used photo-ID capture-recapture techniques to: 1) Investigate long-term trends in abundance of sperm whales at Kaikōura with Cormack-Jolly-Seber (CJS) modelling to determine if the previously detected decline has continued, 2) Contrast these analyses with an alternative, and potentially more appropriate, approach to modelling abundance (the Robust design), which allows for temporary emigration of whales from the study area, and 3) Explore the social structure of male sperm whales visiting Kaikōura by investigating ways to define associations and testing for preferred associations between individuals. The CJS modelling showed that there was a significant decline in the number of individuals using the study area, from 89 (95% CI: 60-131) individuals in 1991 to 40 (95% CI: 33-49) in 2017. The Robust design analysis indicated that this decline was driven by summer abundance with a significant decline from 43 individuals (95% CI: 12-148) in 1990 to 23 individuals (95% CI: 16-32) in 2017. There was no significant trend in winter abundances over time. Preferred and/or avoided companions, and the temporal patterning of associations were investigated using the program SOCPROG. Potential associations among individual whales were investigated over three time-spans; associated if seen on the same day, associated if seen within two consecutive days, and associated if seen over a four day time-span. Preferred associations were detected in all three scenarios, with preferred associations lasting approximately four years. This is the first statistical evidence of preferential associations in male only groups of sperm whales. Continued research on this population and the potential causes of the decline will aid in determining appropriate management for this economically, ecologically and culturally important population.
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Chapter 1
Introduction

A central challenge in research on animal ecology is that many of the processes influencing populations occur over long temporal scales, such as multiple years or decades (Clutton-Brock & Sheldon, 2010). Studies with long-term datasets extending over decades are therefore essential for understanding abundance and population dynamics, and supporting management decisions (Clutton-Brock & Sheldon, 2010). Population parameters, such as abundance, survival and recruitment, can be better understood if individuals are recognisable and trackable through time and space (Hammond et al., 1990; Würsig & Jefferson, 1990). Historically, individual-based field studies involved capturing individuals and physically marking them (e.g. Kluijver, 1951; Schwartz et al., 1998). Many taxa, however, have natural markings which are unique to each individual and remain relatively unchanged over time, including beetles (Caci et al., 2013), cetaceans (Hammond et al., 1990), cheetahs (Kelly, 2001), frogs (Bradfield, 2004), octopuses (Huffard et al., 2008), manta rays (Barker & Williamson, 2010), and lizards (Treilibs et al., 2016).

As an alternative to physical marking, animals that are individually distinctive due to unique natural marks can instead be photographed, a process called photographic identification, or photo-ID (Hammond et al., 1990). Photo-ID has several advantages over tagging or marking, including eliminating the risk of behavioural change or physical harm to animals caused by capture and handling (Hammond et al., 1990). Estimating abundance has been the focus for many individual-based studies (Hammond, 1990). This is because understanding abundance is essential for assessing the severity of threats and for supporting conservation and management decisions (Taylor & Gerrodette, 1993). Photo-ID data are commonly used in capture-recapture models, which use resightings of known individuals to estimate population parameters (Seber, 1982). Capture-recapture methodology is often employed for estimating abundance (Cerchio, 1998; Silver et al., 2004; Gormley et al., 2005; Cantor et al., 2012), but depending on the models used, survival rates, temporary emigration and recruitment can also be estimated (Seber, 1982; Kendall, 1990). Photo-ID data are also used in assessments of fecundity (Thompson & Wheeler, 2008; Kuningas et al., 2014), home-range (Crawshaw & Quigley, 1991; Rayment et al., 2009), site fidelity (Gowans et al., 2000; Fox et al., 2013), migration pathways (Barker & Williamson, 2010; Morrison & Bolger, 2014), social organisation (Lettevall et al., 2002; KarczmarSKI et al., 2005), and stock
structure (Dufault et al., 1999; McConkey et al., 2002). Photo-ID data are therefore applicable to a wide range of biological concepts, and can be used to answer fundamental ecological questions.

Photo-ID methods are commonly used in studies of cetaceans in particular, most of which are not amenable to traditional capture and marking methods (Hammond et al., 1990; Stevick et al., 2001). Historically, studies of marine mammal populations used catch-per-unit-effort data gathered by whaling operations. However, these data proved unreliable due to misreported catch numbers and the wide-ranging nature of many populations (Cooke, 1986). The need for a reliable way to track live individuals led researchers to investigate the use of natural markings (Hammond, 1990). The success of photo-ID, and the analyses of the resulting data, mean that today we have an improved understanding of population parameters, movement, behaviour and abundance of many whale populations (Gormley et al., 2005; Foster et al., 2012; Gero & Whitehead, 2016).

In capture-recapture studies, a population is sampled and individuals are marked or captured via natural markings (Seber, 1982; Hammond, 1986). The population is then resampled at subsequent sampling periods, and all new and previously identified individuals are recorded each time. The specific capture-recapture method used to analyze photo-ID data depends on the type of population being assessed. The most basic capture-recapture model is the Lincoln-Peterson model, which can be used to estimate abundance of a closed population (Pollock et al., 1990). A closed population meets the following assumptions: that the population is closed to any additions (birth, immigration) and deletions (death, emigration), animals are equally likely to be captured in each sample, and marks are not lost or become unobservable over time (Seber, 1982). Closed population models, therefore, are only practical when assessing a population over a very short time span where the researcher can be sure there are no additions or deletions. For longer time series, open capture-recapture models are more appropriate and can be used to estimate not only population size, but also survival and recruitment rates (Lebreton et al., 1992). One such model is the Cormack-Jolly-Seber (CJS) model (Cormack, 1964; Jolly, 1965; Seber, 1965). Open and closed models can also be combined, for example in Robust design models. This type of modelling consists of secondary sampling periods within primary sampling periods (Pollock, 1982). The population is assumed to be closed within secondary periods, but open between primary periods (Pollock, 1982). This allows for an estimate of abundance to be generated for each primary period, and estimates of survival and temporary emigration between primary periods (Pollock, 1982).
1.1 The sperm whale

1.1.1 Life History and behaviour

Sperm whales (*Physeter macrocephalus*) are the largest of all toothed whales, and show the greatest sexual dimorphism; mature males grow up to 18m in length, while females rarely reach 11m (Best, 1979). Males weigh up to 57t and females up to 15t (Whitehead, 2003). The global distribution of females and males is also highly differentiated. Generally, males are found at higher latitudes, while females and juveniles inhabit tropical and subtropical waters (Best, 1979). Females, calves and juveniles form “nursery” groups, membership of which can be stable over periods of decades (Gero et al., 2015). During puberty, between 6 and 15 years old, they leave the nursery groups and travel to higher latitudes (Best, 1979; Whitehead, 2003). Once they reach their late-twenties, they return to female groups during breeding seasons (Whitehead, 2003). When not breeding, the largest males are often solitary at higher latitudes, even reaching polar regions (Best, 1979). Smaller males are generally found in loose aggregations, often referred to as bachelor groups (Whitehead & Arnbom, 1987). To date there is no evidence of long-term preferred associations between individuals within these loose bachelor groups (Lettevall et al., 2002), although note that defining an “association” between males is challenging as they do not stay within cohesive “schools” that consist of permanent members (Best, 1979). On occasion, however, males seem to seek each other out, forming tighter clusters (Lettevall et al., 2002) and sometimes even mass strand together (Kompanje & Ruemer, 1995).

Sperm whales are deep diving predators regularly reaching depths of 400 m to 1200 m to feed on fish and squid (Jaquet et al., 2000; Watwood et al., 2006). Dive duration typically ranges from 33 to 53 minutes but there are records of dives up to 138 minutes (Papastavrou et al., 1989). During a dive, sperm whales emit loud broadband clicks, at an average rate of 1 to 2 clicks per second (Douglas et al., 2005), for about 85% of the time they are submerged (Jaquet et al., 2001). Clicks are highly directional (Møhl, 2001) and are used to echolocate on prey (Fais et al., 2016). The highly vocal behaviour of sperm whales allows relatively straightforward tracking of individuals or groups underwater by using a directional hydrophone (Dawson, 2000, 2014). Acoustic information can also be used to estimate length, growth rates and dive behaviour (Rhinelander & Dawson, 2004; Miller et al., 2013a, 2013b).

1.1.2 Commercial whaling

During the 20th century, most populations of large whales were heavily exploited through whaling. In 1946, the International Convention for the Regulation of Whaling was signed,
forming the basis of the International Whaling Commission. The moratorium on commercial
whaling, however, did not come into effect until 1986 (Whitehead et al., 1997). From the
1700s to the 1970s the sperm whale was a primary target for whalers, and especially during
the 1960s in response to the depletion of stocks of baleen whales (Whitehead et al., 1997;
Whitehead, 2002). Currently, sperm whales are listed as ‘vulnerable’ by the IUCN, because
population size has decreased by ≥50% in three generations (Taylor et al., 2008). They are
classed as ‘vulnerable’ and not ‘endangered’ because the cause of their decline (commercial
whaling) is understood and not currently in operation (Taylor et al., 2008). Despite this, there
is evidence of lingering impacts on population distribution and fecundity, as whaling
concentrated primarily on males of larger size because of their greater value (Whitehead et al.,
1997).

1.1.3 Population analyses and photo-ID

During the 1970s and early 1980s, the Scientific Committee of the International Whaling
Commission attempted to assess sperm whale populations using catch-per-unit-effort
methods. Estimates for male sperm whales in the North Pacific showed a decrease in
As with attempts to estimate the abundance of other whale populations, these methods
included considerable bias (Horwood, 1980; Cooke, 1986; Zemsky et al., 1995). Photo-ID
methodology was first applied to sperm whales in the late 1980s, following the first non-
invasive research on the species around the Galápagos Islands and Sri Lanka (Whitehead &
Gordon, 1986; Gordon, 1987). Sperm whales can be individually identified because the
trailing edge of their flukes accumulates natural marks over their lifetime (Arnbom, 1987;
Figure 1.1). These marks can be photographed when whales lift their flukes in the air, prior to
a long foraging dive (Childerhouse et al., 1995). Photo-ID has now been used to look at an
array of sperm whale population characteristics, covering variations in abundance, residency,
distribution and social organisation (Richard et al., 1996; Weilgart & Whitehead, 1997;
Matthews et al., 2001; Jaquet et al., 2003; Gero et al., 2008; Rødland & Bjørge, 2015).
Figure 1.1: A photo-ID shot of a sperm whale (individual LNL160) from the University of Otago Marine Mammal Research Group’s photographic catalogue.

1.2 Male sperm whales at Kaikōura

Aggregations of male sperm whales have received less research attention compared with female and juvenile groups, partly because there are only a few places worldwide where accessible populations of males are found close to shore (Jaquet et al., 2000). Kaikōura is one of these places (Jaquet et al., 2000). The bathymetry is characterised by the Conway Trench which has depths of over 500 m, and the Kaikōura Canyon which drops to over 1,000 m within 2.2 nautical miles (n.mi.)1 from shore (Jaquet et al., 2000; Richter et al., 2003; Figure 1.2).

---

1 N.B. 1 n.mi. = 1.852 km
The Kaikōura Canyon is one of the most productive deep-sea habitats in the world (De Leo et al., 2010) and provides a foraging hotspot for the visiting male sperm whales (Jaquet et al., 2000). Although sperm whales can be sighted year-round, there is no evidence that any individuals are truly resident there (Childerhouse et al., 1995; Jaquet et al., 2000). When in Kaikōura, sperm whales spend most of their time foraging in the canyon (Jaquet et al., 2000). Sperm whales feed at high trophic levels and have large energy requirements, meaning the density of these large mobile predators in an area reflects its productivity (Lockyer, 1981; Moore, 2008). Sperm whales, therefore, can be used as indicators of the health of the deep-sea ecosystem at Kaikōura.

1.2.1 Whale watching at Kaikōura

Intense whaling pressure during New Zealand’s last phase of whaling resulted in 248 sperm whales taken from the Kaikōura area in 1963 and 1964 (Grady, 1982). Now, the population forms the basis of an important whale watching industry and is one of only two places
worldwide where sperm whales are the main focus of year-round ecotourism (Richter et al., 2003; Markowitz et al., 2011). Tours operate from boats, helicopters and planes throughout the year. Whale Watch Kaikōura (WWK) was formed in the late 1980s, with the motivation to be an economic base for the local Māori people (Te Korowai, 2007). They began operating with one 6.7 m inflatable boat that could carry eight passengers (WWK, 2017). Over the last three decades the industry has expanded considerably and now operates four 17 m catamarans (Markowitz et al., 2011). An estimated 1 million people now visit Kaikōura annually, with up to 100,000 visitors booking with WWK (Spiller & Bhowick, 2014; WWK, 2017). The new boats are powered by on-board diesels with water jet propulsion systems and produce substantially less underwater sound than previous boats (Markowitz et al., 2011).

As whale and dolphin watching industries continue to grow worldwide, it is important to assess the potential negative effects on populations. The impact of vessels (including helicopters and planes) on sperm whales at Kaikōura has been assessed periodically from 1992-2011 (Gordon et al., 1992; Richter et al., 2003, 2006; Markowitz et al., 2011). Previous impacts detected include reduced time at the surface, reduced time to first click following fluke-up, and increased changes in swimming direction at the surface (Richter et al., 2006). Recent shore-based studies detected significant changes in ventilation patterns but observations of known individuals from a research vessel did not (Markowitz et al., 2011). It is probable the individual based dataset from the boat lacked adequate statistical power. It is also possible that a change to much quieter water-jet drives on the WWK tourist vessels may have reduced impacts.

The start of whale watching in Kaikōura addressed high unemployment rates and poverty in the Māori community and wider area (Te Korowai, 2007). As the tourism industry expanded, it continued to be an increasingly important economic asset for the region. For example, an estimated one third of jobs in Kaikōura are related to the tourism industry. Any negative impacts on sperm whales in the area would be a threat to this thriving industry, and the Kaikōura economy as a whole.

1.2.2 Cultural significance

As well as being a crucial component of New Zealand’s whale watching industry, sperm whales are also a very important aspect of Māori culture. They have spiritual significance in mythology as taniwha, as well as a distinct role as taonga (treasures) for Māori people (Poharama et al., 1998).
1.2.3 Past research at Kaikōura

The accessibility of this population has also been utilised for research, with data collected by the University of Otago Marine Mammal Research group since 1990. This research has covered a wide range of topics including population structure and dynamics (Childerhouse et al., 1995; Jaquet et al., 2000), acoustics (Douglas et al., 2005; Miller et al., 2013b; Rhinelander & Dawson, 2004), individual identification (Childerhouse et al., 1995; Dawson et al., 1995), photogrammetry (Rhinelander & Dawson, 2004; Growcott et al., 2011), foraging ecology (Miller et al., 2013a; Guerra et al., 2017), impacts of tourism (Richter et al., 2003; Markowitz et al., 2011), and social organisation (Lettevall et al., 2002). The most recent MSc research investigated long-term abundance trends using CJS modelling (van der Linde, 2009). From 1991 to 2007, a significant decline in abundance was detected (van der Linde, 2009; Figure 1.3). Since 2007, photo-ID data collection has continued but without further assessment of abundance. This raises the obvious question of whether the decline has continued and, if so, what could be causing it. Declining trends in abundance can be driven by an actual decrease in population size (eg. Caswell et al., 1999), a change in distribution patterns whereby fewer individuals are using the study area (eg. Bejder et al., 2006), or both (eg. Bart et al., 2007). The potential importance of sperm whales as both an indicator of ecosystem health, and a crucial resource for tourism revenue, means that determining whether a decline is continuing is essential.

![Figure 1.3](image)

**Figure 1.3:** Estimates of the annual abundance of sperm whales at Kaikōura calculated by van der Linde (2009), showing a linear regression line through the estimates. Error bars are 95% log-normal confidence intervals.
As with other groups of “bachelor” males, the sperm whales at Kaikōura are generally defined as solitary (Lettevall et al., 2002). However, some individuals seem to forage in the same areas as one another over multiple field seasons, and there are instances of individuals making coordinated surfacings and dives together (Letteval et al., 2002). There are even records during the 1990s of up to five individuals swimming in coordination and diving together (University of Otago Marine Mammal Group unpublished data). A study in 2002, however, found no preferred associations between individuals (Letteval et al., 2002).

1.2.4 The 2016 Kaikōura earthquake

A 7.8 magnitude earthquake on the 14th of November (Clark et al., 2017). This included a rupture in the offshore continuation of the Kekerengu Fault, and subsequent underwater mudslides into the Kaikōura Canyon (NIWA, 2017a). Data collection soon after the earthquake meant any immediate responses of the sperm whales to the event could be assessed. The earthquake significantly altered the benthic environment in the Kaikōura Canyon, with no sign of any organisms living on or in the seabed for a stretch of six kilometres, three months after the quake (NIWA, 2017a). Signs of early recovery were reported 10 months after the quake, however, with juvenile benthic organisms beginning to recolonise the canyon (NIWA, 2017b). If the high productivity of the Kaikōura area is supported by the productivity of the benthos, the earthquake’s effects on the ecosystem could be important. The near-constant foraging behaviour of sperm whales at Kaikōura indicates that they are there to feed. It is highly likely that the productivity of the canyon is important for supporting these top predators (Jaquet et al., 2000; De Leo et al., 2010). Results in this thesis will be discussed in light of the earthquake, where appropriate.

1.2.5 Study objectives

The foraging habitat at Kaikōura is almost certainly only a portion of the total range used by the male sperm whales that visit. This means individuals are regularly moving in and out of the study area (Childerhouse et al., 1995; Jaquet et al., 2000). The previous research on abundance used a Cormack-Jolly-Seber capture-recapture modelling approach (van der Linde, 2009), which allows for immigration and emigration from the study population, but only on a permanent basis (Cormack, 1964). Alternative capture-recapture methods such as the Robust design, in contrast, allow for temporary emigration to occur (Pollock, 1982). If including temporary emigration represents the ecology of the study population more faithfully, the resulting demographic estimates should be more reliable (Pollock, 1982). The long-term photo-ID dataset also provides a unique opportunity to investigate social organisation among
male sperm whales using the study area. Since the last study of sociality (Letteval et al., 2002) nine additional years of photo-ID data, spanning 13 years, have been collected. It is possible that associations among males occur on much larger time scales than those among females and juveniles, and could now be detected using a 27 year dataset.

Therefore, my study had the following aims:

1. To investigate trends in abundance of sperm whales at Kaikōura with Cormack-Jolly-Seber modelling, including the new data collected since 2007, to determine if the previously detected decline has continued.

2. To contrast these analyses with an alternative, and potentially more appropriate, approach to modelling abundance (the Robust design), which allows for temporary emigration of whales from the study area.

3. To explore the social structure of male sperm whales visiting Kaikōura by investigating ways to define associations and testing for preferred associations between individuals.

In this study I used data from the long-term study which has been ongoing since 1990 and has involved the work of many researchers. From 2014-2016, I contributed to the collection and processing of photo-ID data during three field seasons. Analysis of the population parameters and sociality will advance our understanding of the status of the sperm whale population at Kaikōura and the implications for the wider ecosystem. Furthermore, it will provide critical information to contribute to the sustainable management of whale watching tourism in the area.
Chapter 2

Estimating the long-term trend in sperm whale abundance at Kaikōura using Cormack-Jolly-Seber modelling

2.1 Introduction

Estimating time-series of abundance is crucial for understanding how populations have changed over time (Hammond et al., 1990). Long-term studies are invaluable for studying trends because the ecological processes affecting population numbers commonly occur over multiple years, rather than weeks or months (Clutton-Brock & Sheldon, 2010). Interest in the abundance of cetaceans was first stimulated by commercial whaling (Evans & Raga, 2001). Whalers and scientists wanted to manage marine mammal populations in order to continue hunting them (Evans & Raga, 2001). Assessments began with catch per unit effort data but it was quickly realised these were unreliable (Cooke, 1986; de la Mare, 2014). From 1980, studies incorporated age and size structure models in an attempt to achieve global population estimates (Whitehead, 2002). However, due to falsified catch data and the wide ranging movements of individuals it was acknowledged that these techniques were also biased (Cooke, 1986).

The current practice for estimating abundance of cetacean populations generally involves capture-recapture or line-transect survey methods (Dawson et al., 2008). Capture-recapture methods are based on resighting individuals and can be used in a variety of ecological studies including estimation of abundance, survival and individual movement (Stevick et al., 2003; Silva et al., 2009; Verborgh, 2009; Fearnbach et al., 2012). While physical tagging is common in studies of many bird and mammal populations, many cetaceans can be recognised using unique, natural marks (e.g. Katona et al., 1979; Bigg, 1982; Arnbom, 1987; Hammond, 1990). Individuals can therefore be sampled using photo-ID methods, reducing the risks of behavioural change or physical harm to animals caused by capture or handling (Hammond et al., 1990).

2.1.1 Capture-recapture methods and Cormack-Jolly-Seber modelling

Abundance estimation typically involves extrapolation of data samples to generate an estimate for a whole population or area (Hammond, 2002). This involves making assumptions about the type of population being studied and the behaviour of the individuals in the population (Hammond, 2002). Estimating abundance using capture-recapture data is based on the concept that if a proportion of the population is marked in an initial sample, then an estimate
based on this proportion can be achieved by observing the number of marked animals in a second sample (Seber, 1982). The number of individuals you marked, together with the proportion of marked individuals in a sample of the population, are used to estimate total population size. This forms the basis of the Lincoln-Peterson method, the most basic capture-recapture model (Seber, 1982). It assumes that the population is demographically closed, i.e. there are no births, deaths, immigration or emigration (Seber, 1982). If the two sampling periods occur close together in time, and the survey area is large enough, this assumption is likely to be valid (Seber, 1982). However, in many studies of mobile animals, it is not reasonable to assume the population is closed to additions and deletions (Pollock et al., 1990). The basic “open” population model is the Jolly-Seber model (Jolly, 1965; Seber, 1965), which provides abundance estimates for each sampling period, as well as estimating apparent survival rates and recruitment parameters (Pollock et al., 1990). A further modification, the Cormack-Jolly-Seber (CJS) model (Cormack, 1964; Jolly, 1965; Seber, 1965), focuses on estimating survival and capture probabilities (Pledger et al., 2003), from which abundance can be derived (Seber, 1982).

### 2.1.2 Current abundance trends for sperm whale populations

Modern whaling for sperm whales was most intense during the 1960s (Whitehead, 2009a). In the late 1970s and early 1980s, the Scientific Committee of the International Whaling Commission (IWC) was involved in assessing sperm whale populations in an attempt to better manage exploitation (e.g. Ohsumi, 1983). However, the lack of reliable abundance estimates during this time, and the decline of the whaling industry, meant these assessments became less of a focus (Whitehead, 2002). In 2002, the first estimate of the global population size of sperm whales (360,000) was produced using scaled up data from visual surveys (Whitehead, 2002). This estimate was compromised by the fact that only 24% of global sperm whale habitat had been visually surveyed (Whitehead, 2002). Post-whaling research has, however, begun to generate long-term abundance trends for some sperm whale populations (Whitehead et al., 1997; van der Linde, 2009; Moore & Barlow, 2014; Gero & Whitehead, 2016). Because sperm whale populations are demographically open over the long study periods required to estimate trends in abundance, Jolly-Seber modelling and variations of this method are usually used.

Most long-term studies of sperm whales show a significant decline in population abundance and low recruitment rates (e.g. Whitehead et al., 1997, van der Linde 2009; Gero & Whitehead, 2016). For example, the numbers of female and juvenile sperm whales around the Galápagos Islands have been declining at a rate of 20% per year (Whitehead et al., 1997),
while around the Lesser Antilles, sperm whale numbers have declined by 4.5% per year since 2010 (Gero & Whitehead, 2016).

2.1.3 Abundance of sperm whales at Kaikōura

The only published abundance estimate for sperm whales off the coast of Kaikōura showed that from 1989 to 1992, 60 to 108 individuals were present during any one season (Childerhouse et al., 1995). There was no significant difference between abundance during summer and winter seasons (Childerhouse et al., 1995). Since then, estimates of abundance have been generated via CJS modelling for two MSc projects. Abundance was estimated from 1991 to 2000 (Gormley, 2002) and then reassessed from 1991 to 2007 (van der Linde, 2009). From summer 1990/91 to winter 2000 there was no significant difference in yearly abundance, with estimates ranging from 62 to 122 individuals (Gormley, 2002). The most recent analysis revealed a declining trend, from 97 individuals in 1991 to 46 individuals in 2007 (van der Linde, 2009; Figure 1.3).

2.1.4 Aims

Sperm whales may be an important indicator of the health of their marine ecosystem, as well as being a resource for tourism revenue. Previous research suggested that a decline in the sperm whale population at Kaikōura occurred from 1991 to 2007 (van der Linde, 2009). Since how abundance has changed over time is one of the most important inputs into conservation management (Shea, 1998), it is essential to update the abundance estimate at Kaikōura to investigate whether the decline has continued. I used data gathered since 2007, as well as adding new data I have participated in collecting, to update the time-series of abundance estimates. For comparison with previous work, I also replicated the analysis methods of van der Linde (2009), with some appropriate adjustments.

2.2 Methods

The study site was an 821 km² (221.5 n.mi²) area, south of the Kaikōura Peninsula (Childerhouse et al., 1995; Figure 2.1). For safety and practicality, the study area extends from the Kaikōura Peninsula offshore to 12 n.mi., and to 16 n.mi. south. Data were collected from small (≤ 6 m) research boats, powered by outboard motors. Research was conducted in daylight hours, in sea states of Beaufort 3 or less, with no rain and a swell height of less than 2 m.
Research protocol has remained consistent since 1990, albeit with some slight variations. Between 1990 and 1994 a 10 n.mi. transect was conducted each day, from a randomised start point within the study area (Childerhouse et al., 1995). At 2 n.mi. intervals along the transect, bearings to whales were obtained during a 5 minute listen with a custom-built directional hydrophone (Childerhouse et al., 1995; Dawson, 2000). Once this transect was completed, the closest whale was tracked (Childerhouse et al., 1995). After this whale had been tracked and photographed, the next closest whale was tracked, and so on. From 1994 to 2014, surveying began by tracking the closest whale from a start point at the edge of the Kaikōura Canyon (Childerhouse et al., 1995; Jaquet et al., 2000; van der Linde 2009). For the present study (i.e. from 2014 onwards), the search pattern was modified slightly to facilitate addressing the joint research questions of abundance estimation and distribution analysis (the latter is part of a concurrent PhD project by Marta Guerra). The study area was divided into 4 n.mi. x 4 n.mi. blocks with rows labelled alphabetically and columns labelled numerically (Figure 2.1). Some blocks were smaller than this, however, because of proximity to the shoreline and the study area boundaries. A block was chosen at the beginning of each field day based on weather conditions and previous effort, with the aim to survey the study area uniformly within a field season. Within each block, a randomly chosen coordinate was used as a starting point. Whales were tracked using a custom-built directional hydrophone which had a range of 3-5 n.mi. Surveying began with a 15 minute listen at the randomised starting point. The closest whale was then tracked. If there were no whales vocalising within hydrophone range, a new block was selected, and the process repeated. Blocks adjacent to blocks where whales had been previously encountered that day were avoided in order to distribute search effort throughout the study area. Despite these subtle differences in methodology since 1990, each method achieved the aim of surveying the study area as uniformly as possible over the course of a field season, given the restrictions imposed by weather conditions.

Once a whale was tracked and located at the surface, the vessel was carefully maneuvered behind the whale to no closer than 50 m (measured by laser rangefinder). At the start and end of each encounter, information was stored via a custom-written program running on a Hewlett Packard 200LX palmtop computer, interfaced with an on-board GPS. The date, time of surfacing, time of diving and the vessel position were recorded. On diving, multiple photos were taken of the flukes (Childerhouse et al., 1995). While camera equipment has changed over the 25 years of the study, photographic methods have remained consistent.
Recent photos were taken with Nikon digital SLR cameras and Nikon zoom (80-200 mm f2.8) or telephoto (300 mm f2.8 or f4) lenses.

Photo-ID data were collected during summer and winter field seasons ranging from two weeks to two months in duration, in most years from 1990 to 2017. Lapses in fieldwork effort occurred from 2003 to 2004 and from 2010 to 2012. Data were collected during 2013 but were not appropriate for this analysis because of differing field methodology.

![A map of the Kaikōura study site also showing the launch site at South Bay. Each study block is 4 n.mi. x 4 n.mi, indicated with blue lines. The red line indicates the 12 n.mi. boundary.](image)

**Figure 2.1:** A map of the Kaikōura study site also showing the launch site at South Bay. Each study block is 4 n.mi. x 4 n.mi, indicated with blue lines. The red line indicates the 12 n.mi. boundary.

### 2.2.1 Photo-identification

Each photo used in the capture-recapture analysis had to meet strict quality criteria to reduce potential bias caused by individuals having unequal capture probabilities (Arnbom, 1987; Childerhouse et al., 1995; Urian et al., 2015; Table 2.1). For example, an individual with conspicuous marks, such as the entire right side of the fluke missing, could be easily identified from a poor photo, whereas a subtly marked individual could only be identified from a high quality photo (Urian et al., 2015). Hence the use of poor quality photographs
creates a capture bias towards obviously marked individuals, with the subsequent effect of biasing the population estimate downwards (Arnbom, 1987). More generally, poor quality photos also increase the risk of misidentifying individuals (Urian et al., 2015).

Table 2.1: A list of photo quality criteria which had to be met for identification photos of sperm whales at Kaikōura to be accepted for analysis.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Criterion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fluke proportion</td>
<td>The notch and entire trailing edge of both flukes must be included in the photo.</td>
</tr>
<tr>
<td>Focus</td>
<td>The trailing edge of the flukes must be in sharp focus.</td>
</tr>
<tr>
<td>Angle</td>
<td>Photograph must be taken from behind the flukes. Flukes must be vertical or near vertical.</td>
</tr>
</tbody>
</table>

The photo quality criteria are visually depicted in Figure 2.2. In photo A, the whole flukes are in the frame and in focus. The notch between the flukes is included in the photo and the flukes have been photographed at an appropriate angle, i.e. while vertical. This photograph therefore meets the criteria for capture-recapture analysis. In comparison, Photo B is poorly focused and the notch is not included in the frame. As a result it would not be included in the analysis. Photo C is in focus but the flukes are not completely vertical, obscuring the marks in the trailing edge, and therefore must be rejected. Photo D is out of focus and the full flukes are not in frame. Photos which passed the photo quality criteria were compared with the existing photo-ID catalogue of sperm whale flukes from Kaikōura. If the individual photographed was already in the catalogue, the encounter information was added to an existing encounter database. If the individual was new to the catalogue, it was given a unique alphanumeric code and added to the encounter database, as well as the photographic catalogue. All photo-ID matches were confirmed by at least two experienced researchers. The catalogue was audited prior to the addition of new photographs in an attempt to eliminate photo-ID matching errors. The encounter database was used to determine the number of
individuals encountered each year, photographic effort and the cumulative number of unique individuals over the study period.

![Figure 2.2: Quality criteria for photo-ID analysis of sperm whale flukes. A is an example of a photograph that meets all quality criteria and would be accepted for analysis. Photos B-D do not meet quality criteria. All photos are of individual MLS70.](image)

2.2.2 Abundance estimation

To estimate abundance, an encounter history was created for each individual by giving a 1 to an individual if it was seen during a sampling period, and a 0 if it was not. To be consistent with previous analyses (van der Linde, 2009), data from field seasons within the same calendar year were pooled. This yielded 22 annual sampling periods between 1990 and 2017 (not including 2003, 2004, 2010, 2011, 2012 and 2013, in which no appropriate data were gathered). Encounter histories for individual sperm whales were processed in Program MARK (White & Burnham, 1999). The CJS model was used to estimate apparent annual survival rate ($\phi$) and capture probabilities ($p$; White & Burnham, 1999). The following assumptions needed to be addressed for CJS modelling to be appropriate (Seber, 1982; Hammond et al., 1990):

1) Individuals are uniquely identifiable and must be identified correctly.
2) Marks must not be lost, or change so much that individuals cannot be identified correctly.

3) Each individual has the same probability of being captured.

Violations to assumptions 1, 2 and 3 were minimised by using the photo quality criteria previously described above. For assumption 1 and 2, the reliability and stability of fluke markings for sperm whale identification at Kaikōura was previously assessed (Childerhouse, et al., 1996). Small mark changes do occur over time but because a combination of marks are used for identification these small changes do not affect identifiability (Childerhouse et al., 1996). Regardless, any mark changes were noted, and identification photographs were updated in the catalogue when necessary. Even with strict photo quality criteria, however, assumption 3 is likely to be violated in most capture-recapture studies either due to temporary emigration, or inherent differences in catchability between individuals (Hammond, 1986).

A bootstrapped goodness-of-fit test (GOF) was performed for the basic CJS model, with time-dependent survival and time-dependent capture probabilities. The GOF test creates an encounter history based on the survival and capture probabilities for each encounter occasion (White et al., 2001). This simulated encounter history was then compared to the fitted model, resulting in estimates of model deviance and fit (ê). One thousand GOF simulations were run for this study. To determine the ê value for the fit of the model, the observed ê was calculated by dividing the model deviance by the mean deviance of the simulated data (White et al., 2001).

After GOF testing, the following parameterisations of the CJS model were trialled:

\[ \phi p_t \] – time-dependent survival and capture probabilities.

\[ \phi p \] – time-dependent survival and constant capture probabilities.

\[ \phi p_t \] – constant survival and time-dependent capture probabilities.

\[ \phi p \] – constant survival and constant capture probabilities.

The assumption of equal catchability also will be violated if the method of capture alters an individual’s behaviour. (Brownie & Robson, 1983). During photo-ID, sperm whales are not physically captured, and hence cannot become “trap shy”, but may become more or less tolerant of boats approaching after the first encounter (van der Linde, 2009). A
behavioural response model can incorporate this by allowing a temporary effect on survival for the initial sampling period (Brownie & Robson, 1983). The following behavioural response models were therefore also tested:

\[ \phi_t + b p_t \] – time-dependent survival with a behavioural response and time-dependent capture probabilities.

\[ \phi_t + b \] – time-dependent survival with a behavioural response and constant capture probabilities.

\[ \phi \] – constant survival with a behavioural response and time-dependent capture probabilities.

\[ \phi \] – constant survival with a behavioural response and constant capture probabilities.

The simplified parameter models and the models including behavioural response were ranked using Akaike’s information criterion (AIC; Akaike, 1973; Burnham et al., 2011). Only models where all parameters could be estimated were included in the analysis. Models with \( \phi(t) \) generally did not perform properly, due to insufficient data. AIC provides a score which reflects the fit of the model to the data, whilst penalising increasing model complexity (Burnham et al., 2011). The aim is to find the simplest model that fits the data well, resulting in the lowest AIC score (Burnham et al., 2011). MARK uses AICc, which is corrected for small sample sizes (Hurvich & Tsai, 1989). \( \Delta \text{AICc} \) (the relative difference between AICc scores), model weight and deviance (a measure of model fit) are also calculated through MARK. Unless there is clear support for one model over the rest, for example if model weight is \( \geq 0.9 \), model averaging is recommended (Burnham & Anderson, 2002).

Annual abundance was estimated using the capture probabilities generated by MARK for the best fitting model, and the number of individuals sighted during each sampling period, according to the following equation (Loery et al., 1997):

\[ N_j = \frac{n_j}{p_j} \]

Where \( N_j \) is the abundance estimate in the \( j \)th sampling period (for this study, a specific year), \( p_j \) is the estimated capture probability in the \( j \)th sampling period, and \( n_j \) is the number of individuals sighted in the \( j \)th sampling period (Seber, 1982). The precision of each
abundance estimate was expressed as 95% log-normal confidence intervals. This type of confidence interval is typically asymmetric, and generally more appropriate for estimating density or abundance, because there is more uncertainty associated with the upper confidence limit than the lower one. Log-normal confidence intervals also avoid the problem that the lower limit of a standard confidence interval can sometimes extend below zero, which is biologically impossible (Buckland et al., 1993).

Normality of the abundance estimate distribution was assessed using a Shapiro-Wilk test (Shapiro & Wilk, 1965). The abundance estimates from the best fitting model were then analysed to investigate whether there was a trend over time, using a weighted linear regression. The regression was weighted in proportion to the precision of the abundance estimates by using the inverse of the variance of each estimate (Barlow & Taylor, 2005; Kutner et al., 2005). The variance for each estimate was calculated using the following equation:

\[
\text{variance} = N_j^2 \times \frac{p_j^2}{se_j^2}
\]

Where \(se_j\) is the standard error for the \(j\)th sampling period (Loery et al., 1997).

An unweighted regression line was also fitted to investigate the sensitivity of the trend to the uncertainty of the abundance estimates. The regression was also fitted on a log-scale. The log-scale can be useful for plotting population abundance trends, since the log-scale prevents abundance trends falling below zero (Limpert et al., 2001). A Davies-test was also performed to assess the appropriateness of a piecewise regression (Davies, 2002; Muggeo, 2017). This type of regression is a model in which two or more lines are joined at “breakpoints”, where the trend changes (Seber & Wild, 1989). The Davies-test checks for a non-zero difference within the slope parameter. If the difference in potential slopes is zero, then there is no support for any breakpoints within the linear regression line (Davies, 2002; Muggeo, 2003, 2017).

Data processing and graphing were performed in R (version 3.2.2; R Core Team, 2015) and Microsoft Excel (2013).
2.3 Results

The data collected from 1990 to 2017 included 4352 encounters that had ID photos which met the quality criteria, representing 239 unique individual sperm whales. New individuals were identified in most seasons, and therefore there was an increase in catalogued individuals over time (Figure 2.3), justifying the use of an open capture-recapture model. This rate of increase has, however, slowed over time. There was variation in the amount of photographic effort and the number of individuals identified each year (Figure 2.4). Generally, with more photographic effort, there was a greater number of unique individuals identified. For example, in 1992 there were 88 encounters from which there were successful ID photos, representing 19 individuals. In 1993, 236 photos of acceptable quality were taken, and the number of unique individuals identified increased to 46. Differences in effort, however, do not result in large changes in the estimate of abundance, because capture probabilities (p) are highly variable.

Careful scrutiny of the existing catalogue found that fourteen whales were misidentified as new individuals between 2007 and 2017. One individual, NN220, was mistakenly catalogued as three separate individuals. These misidentifications contributed to 39 false entries in the long-term database. There were also eleven individuals present in the encounter database that did not have records of fluke photographs in the identification catalogue, and hence they were removed.

Figure 2.3: A discovery curve of individual sperm whales in the Kaikōura photo-ID catalogue over each year from 1990 to 2017.
Figure 2.4: The number of identification photographs of acceptable quality taken each year between 1990 to 2017 compared with the number of individual sperm whales identified.

2.3.1 Bootstrap goodness-of-fit

The bootstrap GOF test supported the use of CJS modelling for the sperm whale photo-ID data. The probability of observing a deviance greater than the tested model ($\phi_p_t$; deviance = 1013.06) was 0.31. A probability lower than 0.05 would indicate that the fit of the CJS model is not appropriate. The $\hat{c}$ value for the tested model was 1.15. A $\hat{c}$ of 1 indicates perfect fit, while a $\hat{c} < 3$ is considered acceptable (Lebreton et al., 1992).

2.3.2 Model selection

According to AICc, the best model out of the candidate models was $\phi_{(c+b)]}p_t$ (AICc = 1853.89), the model with constant survival, time-varying capture probabilities and a behavioural response to first capture (Table 2.2). This model was clearly the best supported model since it had a model weight of 1.00, and the second best model had a weight of 0. For this analysis, model averaging was not required because the top model had a weight of >0.9. The apparent annual survival rate was estimated as 0.89. The estimated annual capture probabilities generated by $\phi_{(c+b)]}p_t$ are displayed in Table 2.3.
Table 2.2: The candidate CJS models and model selection metrics for estimating survival (ϕ) and capture (p) probabilities. ‘b’ is a behavioural response, ‘.’ indicates a constant parameter and ‘t’ indicates a time-varying parameter. Models are ranked by AICc scores.

<table>
<thead>
<tr>
<th>Model</th>
<th>AICc</th>
<th>Delta AICc</th>
<th>AICc Weights</th>
<th>Model Likelihood</th>
<th># Parameter s</th>
<th>Deviance</th>
</tr>
</thead>
<tbody>
<tr>
<td>ϕ(.+b)p(t)</td>
<td>1853.89</td>
<td>0.00</td>
<td>1.00</td>
<td>1.00</td>
<td>23</td>
<td>1025.57</td>
</tr>
<tr>
<td>ϕ(.)p(t)</td>
<td>1876.00</td>
<td>22.12</td>
<td>0.00</td>
<td>0.00</td>
<td>22</td>
<td>1049.83</td>
</tr>
<tr>
<td>ϕ(.+b)p(.)</td>
<td>1936.39</td>
<td>82.50</td>
<td>0.00</td>
<td>0.00</td>
<td>3</td>
<td>1149.65</td>
</tr>
<tr>
<td>ϕ(.)p(.)</td>
<td>1973.90</td>
<td>120.01</td>
<td>0.00</td>
<td>0.00</td>
<td>2</td>
<td>1189.17</td>
</tr>
</tbody>
</table>
2.3.3  Abundance estimation

Annual abundance \((N_j)\) was estimated using the capture probabilities \((p_j)\) of the best model \((\phi_i + b_i p_i)\) and the number of individuals sighted during each sampling period \((n_j)\) (Table 2.3).

**Table 2.3:** Values for the number of encounters, ID photos and individuals identified each year \((n_j)\), corresponding estimates of capture probability \((p_j)\) from the best model, and the resulting estimates of abundance \((N_j)\) and 95% log-normal confidence intervals (CI).

<table>
<thead>
<tr>
<th>Year</th>
<th>Number of Encounters</th>
<th>Number of ID photos</th>
<th>(n_j)</th>
<th>(p_j)</th>
<th>(N_j)</th>
<th>95% log-normal CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>1991</td>
<td>261</td>
<td>216</td>
<td>48</td>
<td>0.54</td>
<td>89</td>
<td>60-131</td>
</tr>
<tr>
<td>1992</td>
<td>182</td>
<td>88</td>
<td>19</td>
<td>0.27</td>
<td>70</td>
<td>44-112</td>
</tr>
<tr>
<td>1993</td>
<td>262</td>
<td>236</td>
<td>46</td>
<td>0.60</td>
<td>76</td>
<td>60-96</td>
</tr>
<tr>
<td>1994</td>
<td>395</td>
<td>339</td>
<td>49</td>
<td>0.61</td>
<td>80</td>
<td>64-99</td>
</tr>
<tr>
<td>1995</td>
<td>167</td>
<td>136</td>
<td>29</td>
<td>0.39</td>
<td>74</td>
<td>53-103</td>
</tr>
<tr>
<td>1996</td>
<td>279</td>
<td>237</td>
<td>38</td>
<td>0.49</td>
<td>78</td>
<td>58-104</td>
</tr>
<tr>
<td>1997</td>
<td>388</td>
<td>309</td>
<td>35</td>
<td>0.59</td>
<td>59</td>
<td>46-74</td>
</tr>
<tr>
<td>1998</td>
<td>578</td>
<td>379</td>
<td>35</td>
<td>0.57</td>
<td>61</td>
<td>48-77</td>
</tr>
<tr>
<td>1999</td>
<td>580</td>
<td>375</td>
<td>53</td>
<td>0.73</td>
<td>72</td>
<td>61-86</td>
</tr>
<tr>
<td>2000</td>
<td>491</td>
<td>255</td>
<td>53</td>
<td>0.63</td>
<td>83</td>
<td>66-104</td>
</tr>
<tr>
<td>2001</td>
<td>223</td>
<td>171</td>
<td>32</td>
<td>0.33</td>
<td>95</td>
<td>62-147</td>
</tr>
<tr>
<td>2002</td>
<td>97</td>
<td>93</td>
<td>25</td>
<td>0.31</td>
<td>80</td>
<td>50-129</td>
</tr>
<tr>
<td>2005</td>
<td>67</td>
<td>51</td>
<td>17</td>
<td>0.20</td>
<td>84</td>
<td>47-150</td>
</tr>
<tr>
<td>2006</td>
<td>258</td>
<td>169</td>
<td>27</td>
<td>0.46</td>
<td>58</td>
<td>42-82</td>
</tr>
<tr>
<td>2007</td>
<td>478</td>
<td>308</td>
<td>46</td>
<td>0.70</td>
<td>65</td>
<td>53-79</td>
</tr>
<tr>
<td>2008</td>
<td>355</td>
<td>134</td>
<td>22</td>
<td>0.42</td>
<td>51</td>
<td>37-72</td>
</tr>
<tr>
<td>2009</td>
<td>49</td>
<td>30</td>
<td>10</td>
<td>0.21</td>
<td>46</td>
<td>25-87</td>
</tr>
<tr>
<td>2014</td>
<td>223</td>
<td>180</td>
<td>32</td>
<td>0.62</td>
<td>51</td>
<td>38-69</td>
</tr>
<tr>
<td>2015</td>
<td>262</td>
<td>214</td>
<td>37</td>
<td>0.86</td>
<td>42</td>
<td>37-49</td>
</tr>
<tr>
<td>2016</td>
<td>185</td>
<td>157</td>
<td>28</td>
<td>0.76</td>
<td>36</td>
<td>29-45</td>
</tr>
<tr>
<td>2017</td>
<td>223</td>
<td>192</td>
<td>37</td>
<td>0.90</td>
<td>40</td>
<td>33-49</td>
</tr>
</tbody>
</table>
2.3.4  Abundance trend

The Shapiro-Wilk test showed that there was no evidence to reject the null hypothesis of normally distributed data points ($w = 0.96, p=0.53$). Estimated abundance declined from 89 (95% CI: 60-131) individuals in 1991 to 40 (95% CI: 33-49) individuals in 2017. The majority of the decline occurred after 2001. From the peak of abundance in 2001, to the abundance in 2017, the population decreased by an estimated 55 individuals. On average, two individuals (CV=0.16) were lost from the population per year. The weighted linear regression showed a significant decline in the estimated number of whales using the study area from 1991 to 2017 ($F=89.42, p\leq0.001$; Figure 2.5). The decline was still significant when abundance estimates were unweighted ($F=26.72, p\leq0.001$; Figure 2.5), and when the trend was analysed on the log-scale ($F=32.93, p\leq0.001$). The Davies-test did not support a piecewise regression; the best breakpoint was estimated to be the year 2002, but with a $p$-value of 0.3.

![Figure 2.5](image)

**Figure 2.5:** Annual abundance estimates for sperm whales at Kaikōura between 1991 and 2017. The 95% log-normal confidence intervals and the linear regression trendline (weighted by the inverse of the variance; in blue) are plotted. The unweighted regression trendline is presented for comparison (in grey).
Capture probabilities were generated by CJS methods and used with the number of individuals sighted each year to generate abundance estimates of sperm whales at Kaikōura from 1991 to 2017. The bootstrapped GOF test suggested the model fit was appropriate. Violations to the assumption of equal catchability were minimised using strict photo quality criteria. When using CJS methods for this population, however, some heterogeneity in capture probabilities is unavoidable, since individuals do temporarily emigrate from the study area (Jaquet et al., 2000). The discovery curve supported the use of an open population model because new individuals were discovered in the population each year. The best fitting model had constant survival and time-varying capture probability with a behavioural effect included at first capture \((\phi_0 + b)p_t\). This was also found to be one of the best models in previous research (van der Linde, 2009). Model averaging was not employed in this study because the best fitting model had excellent support.

This study indicates that the declining trend in abundance of sperm whales at Kaikōura first proposed by van der Linde (2009) is continuing. Several methods for presenting the abundance trend were investigating which all resulted in a significant result. These provide confidence in the conclusion that the observed decline is accurate. It is important to note that this trend could be driven by an actual decline in the population, a change in distribution patterns whereby fewer individuals are using the study area, or both.

There were some differences in abundance estimates between this study and estimates from the previous analysis by van der Linde (2009). The current estimate for 2001, for example, was 95 and for the study by van der Linde (2009) it was 70. The top model was the same for both these studies, but these differences may have arisen due to the filtering of errors out of the catalogue.

At Kaikōura, the apparent survival rates represent the annual probability of survival in the study area. Apparent survival rates are biased low because the survival rate is lower than expected for sperm whales (they live for at least 70 years, Rice, 1989). We can conclude, therefore, that permanent emigration is occurring from the study area, and that the apparent annual survival rate does not represent true survival. The apparent annual survival parameter for the top model in the current study was 0.89 and in the study by van der Linde (2009) it was 0.83. The survival rate estimated by van der Linde, however, was estimated using a Pradel model (Pradel, 1996), which is a re-parameterisation of the CJS model. Regardless,
these estimates are similar and indicate that there has not been a notable change in apparent survival rate since the previous analysis.

2.4.1 Possible decline due to food availability

The distribution of cetaceans is determined largely by the distribution of their prey species (Ballance et al., 2006; Friedlaender et al., 2006). Research has shown that sperm whale populations change their distribution in relation to changes in prey abundance (Jaquet & Gendron, 2002). In the Gulf of California, sperm whales aggregated into three sub-populations in response to a decline in abundance of jumbo squid. These aggregations were correlated with areas of highest squid density (Jaquet & Gendron, 2002).

Food availability is likely an important ecological factor driving distribution and abundance of sperm whales at Kaikōura, since they mainly exhibit foraging behaviour in this habitat (Jaquet et al., 2000). Social activity is rarely seen (Childerhouse et al. 1995), and groups of females and calves very seldom venture so far south (Dawson et al., 2008). The diet of sperm whales at Kaikōura is dominated by squid (Nototodarus sloanei, Histiotethis cookiana [now renamed atlantica], Architeuthis sp and Moroteuthis sp [now renamed Onykia]), but fish such as groper (Polyprion oxygeneios) and ling (Genypterus blacodes) are also important (Gaskin & Cawthorn, 1967). Squid biomass is known to be highly variable within and between years (O’Dor & Webber, 1986). It is possible, therefore, that the observed decline in abundance of sperm whales at Kaikōura is related to changes in the abundance or distribution of their prey species, particularly squid. Such changes could be related to climate change, but also potential fisheries pressure on groper and ling.

Shifts in the abundance and distribution of fish and squid are occurring in response to climate change (Perry et al., 2005; Field et al., 2006; Zeidberg & Robison, 2007). These shifts have results in changes in growth, survival and reproduction of individuals within these populations (Perry et al., 2005). Squid are known for their flexible life histories, and because of their rapid rates of turnover at the population level, squid can respond quickly to environmental and ecosystem change (Pecl & Jackson, 2008). However, the broad range of life history strategies among species means responses to climate change are likely to be highly variable (Pecl & Jackson, 2008). In general, it is likely that climate change will result in squid that are smaller, require more food and more oxygen (Pecl et al., 2004; Pecl & Jackson, 2008). An increase in ocean temperature means oxygen minimum zones will expand and pH will decrease (Pecl & Jackson, 2008). Increased oxygen minimum zones may reduce activity, growth and reproduction (Seibel, 2015). Lowered pH levels have been shown to decrease the
active metabolism of squid, for example a CO$_2$ concentration of 1000 ppm decreased the active metabolism for jumbo squid (Dosidicus gigas) by 30% (Seibel, 2015). It is therefore hard to predict how different squid species will be affected by climate change. It is possible that individual squid may be smaller and there may be a change in the distribution of populations. As a result, the prey availability for sperm whales may be affected.

Climate change is expected to have a range of effects on both commercially exploited and non-exploited fish species (Perry et al., 2005). Increased ocean temperatures have been correlated with the latitudinal shift of some fish species (Perry et al., 2005; Jung et al., 2013). Some demersal fish species in the North Sea have shown shifts in centres of distribution (measured by mean latitudes) in response to warming (Perry et al., 2005). This trend was shown by 15 of the 36 species investigated, including commercially targeted species such as Atlantic cod (Gadus morhua), and non-target species such as scaldfish (Arnoglossus laterna) and blenny (Lumpenus lampretaeformis) (Perry et al., 2005). Almost all species that showed a significant range shift moved northwards.

Fish growth may also be affected by climate change, with a predicted decrease in size of fish due to the lower oxygen carrying capacity of warmer water (Cheung et al., 2012). The decrease in size is predicted to be largest for fishes in the Pacific and Southern Oceans. Hence fish around New Zealand may be particularly vulnerable, compared to those in the Atlantic, Indian and Arctic Oceans (Cheung et al., 2012). Autumn-winter temperatures at Portobello, Otago have already increased by 1.3°C since 1967 (Shears & Bowen, 2017). A temperature increase of 0.6°C has been linked to shifts in fish distribution in the North Sea (Perry et al., 2005). Therefore, it is expected that fish populations may already be responding to climate change around New Zealand.

The productivity of the Kaikōura peninsula is influenced by alongshore advection, downwelling and upwelling (Chiswell & Schiel, 2001). Because of south-westerly winds, the east coast of the South Island is predominantly a downwelling coast, but strong northerly winds create periods of upwelling (Heath, 1976; Chiswell & Schiel, 2001). Climate-induced changes to areas of upwelling have already been observed in the California current, with surface intensified warming increasing the vertical stratification of the thermocline (Roemmich & McGowan, 1995). This resulted in a suppression of nutrient supply to the ecosystem (Roemmich & McGowan, 1995). If similar changes were also developing around Kaikōura, there could be bottom-up effects decreasing the feeding success of sperm whales.
A strong relationship has been found between ocean temperature and sperm whale feeding success in waters around the Galápagos Islands (Smith & Whitehead, 1993). This has been linked to upwelling of cooler, nutrient-rich water causing increased productivity and as a consequence, increased cephalopod biomass (Smith & Whitehead, 1993). It is thought that the more passive cephalopod species, such as the Histiotuthids, are also transported by currents (Smith & Whitehead, 1993). *Histioteuthis atlantica (cookiana)* is one of the cephalopod species that the sperm whales at Kaikōura feed on (Gaskin & Cawthorn, 1967), and therefore may be reaching the Kaikōura population via important current systems.

Commercial catch of fish around Kaikōura may be indicative of declining fish populations. Groper and ling are both commercially targeted in the Kaikōura area, but catches of both species have been declining since 1991 (MPI, 2015). This decline may have direct effects on sperm whales, as groper have been shown to be an important prey item for sperm whales in the region, especially during winter (Gaskin & Cawthorn, 1967). It could also indicate declining productivity of the Kaikōura marine ecosystem. Between 1991 and 2015 there has been a decrease in the number of high catches of groper and ling in the fisheries area that includes Kaikōura (area 018). The commercial catch for groper in the 1990/1991 fishing season was 11.7 tonnes and 403.6 tonnes for ling (MPI, 2015). A peak groper catch of 33.8 tonnes occurred in 1993/1994, but after the 2004/2005 season there were no catches over 15 tonnes (MPI, 2015). After the 2000/2001 season there were no catches of ling over 200 tonnes (MPI, 2015). Decreases in catch may reflect the status of the targeted fish stocks. These changes may be a reflection of fishing pressure, and/or a result of distribution shifts in response to climate change.

### 2.4.2 Impacts of human-caused mortality

Declines in some marine mammal populations can be attributed to human-caused mortality resulting from fishing and shipping (Schipper et al., 2008). Fisheries provide opportunities for increased feeding efficiency, which attracts marine mammals (Read, 2008). Bycatch of large whales is rare, but increased interactions with fisheries increases the risk of entanglement in fishing gear (Johnson et al., 2005; Kraus et al., 2005; Knowlton et al., 2012). Entanglement hinders locomotion and the ability to feed, therefore decreasing survival rate (Kraus et al., 2005). For right whales (*Eubalaena glacialis*) in the North Atlantic, collision with ships and entanglement in fishing gear are the main sources of mortality (Kraus et al., 2005).

Boat strike and interaction with longline fisheries have previously been linked to sperm whale mortalities (Kock et al., 2006; Laist et al., 2001). For example, entanglement in
fishing gear has been observed where sperm whales take Patagonian toothfish (*Dissostichus eleginoides*) from longlines (Kock et al., 2006). There are anecdotal reports suggesting entanglement of sperm whales in gillnets at Kaikōura is a possibility. Fishers report that nets occasionally go missing in very calm sea conditions, and have suggested that being carried away by an entangled sperm whale is a likely explanation (Melville, pers. comm. to Dawson). As in other large whales, entanglement may not cause immediate mortality but the subsequent decrease in fitness could contribute to future mortality (Kock et al., 2006). Furthermore, evidence of boat strike was observed in one of 11 sperm whale carcasses washed up at Kaikōura between 1990 and 2007, although it is unknown whether this interaction led to the death of the individual (van der Linde, 2009). While direct impacts of fishing and shipping may be resulting in some mortality, it is unlikely this would be on a scale sufficient to fully explain the observed decline.

In marine mammals, high concentrations of pollutants have been linked to increased rate of disease and impaired growth, reproduction and immunity (Béland et al., 1993; Reijnders et al., 2018). However, it is difficult to discern the exact effects of these contaminants since multiple pollutants are present (Reijnders et al., 2018).

Sperm whales, like many marine mammals, are particularly vulnerable to the accumulation of persistent organic pollutants (POPS), such as organochlorine compounds (OCPs), as they are long-lived and at the top of pelagic food webs (Aguilar, 1983; Pinzone et al., 2015). OCPs are highly lipophilic and therefore tend to accumulate in tissues with high fat content (Aguilar, 1983). Information on global levels of pollutants in marine mammals is limited, but available data from baleen whales and bottlenose dolphins indicate that levels of pollutants are generally higher in the Northern Hemisphere compared with the Southern Hemisphere (Reijnders et al., 2018). The large scale movements of sperm whales means individuals from Kaikōura likely come into contact with a range of pollutants and pollutant loads.

Marine debris such as ingestible plastics can also impact sperm whales. Direct mortalities from large plastics have been recorded, arising from ruptures of intestines (de Stephanis et al., 2013), and from blockages leading to starvation (Jacobson et al., 2010). Sperm whales may also accumulate microplastics through their prey; microplastics have been found in the gut of fish (Lusher et al., 2013; Neves et al., 2015). Ingestion of microplastics may increase exposure to chemical pollution directly due to their chemical compositions, and
also since pollutants from seawater accumulate on the surface of the plastics (Rochman, 2015).

2.4.3 Impacts of previous exploitation

The observed decline could also be related to previous exploitation. Whale populations heavily impacted by hunting show lingering effects long after whaling has ceased (Clarke et al., 1980; Whitehead et al., 1997). The most intense period of commercial whaling of sperm whales occurred relatively recently, during the 1960s (Whitehead, 2002). Whaling at Kaikōura during this time resulted in 248 individuals being taken between 1963 and 1964; a large number compared to the population estimates from 1991 onwards (Grady, 1982; Childerhouse et al., 1995). Large reductions in some populations have caused shifts in population distributions (Whitehead et al., 1997).

In the eastern Pacific Ocean near the Galápagos Islands, the decline in sperm whale numbers has partly been attributed to sperm whales repopulating areas around Peru where there had been intense whaling pressure (Whitehead et al., 1997). Furthermore, the social structure of sperm whale populations may still be recovering following whaling, which was primarily directed at large males (Whitehead et al., 1997; Whitehead, 2003). Research in the Galápagos between 1985 and 1995 reported a low number of young calves in the population (Whitehead et al., 1997). There was no evidence for high rates of predation causing mortality of calves, or of poor nutrition or high levels of pollution (Whitehead et al., 1997). The conclusion reached was that the low reproductive rate may have been a consequence of the low number of males visiting breeding grounds (Whitehead et al., 1997). For example, during the breeding season mature males (≥12 m) constituted 4% of the Galápagos population (Whitehead et al., 1997). This was lower than the 15% which made up catches in the area between 1830 and 1850, a time when whalers attempted to take whole pods, and also lower than the 16% predicted by the Scientific Committee of the International Whaling Commission (Whitehead et al., 1997). Peruvian whalers targeted large males (generally those ≥13.5m in length), resulting in a decreased pregnancy rate in females (Clarke et al., 1980). In 1981, only one male larger than 13.5m was recorded being caught (Ramirez, 1989), which indicates the pressure that sperm whale populations were under due to whaling. With males so heavily hunted, a biased sex ratio could explain a continued decline in some areas. A lower reproductive rate at breeding grounds may mean there are fewer new recruits entering the Kaikōura study area.
2.4.4 Tourism pressure

It is possible that an increase in whale watch tourism could also contribute to the observed decline of individuals in the study area off Kaikōura. Whale watching ecotourism is continuing to increase globally, meaning human interaction and disturbance is increasing for easily accessible whale populations. From 1994 to 2000, global whale watching numbers increased from 4 million people annually, to 11 million (Hoyt, 2007). In Kaikōura whale watching numbers have increased from around 3000 people annually in 1990 to 100,000 annually today (WWK, 2017). Coastal cetacean populations are exposed to continually increasing levels of vessel traffic and noise, causing disturbed daily patterns of behaviour (Markowitz et al., 2011). The potential long-term consequences of disturbance include impaired population viability, distribution shifts to cope with stress, and eventually habitat abandonment (Lusseau & Bejder, 2007). Some populations, however, may not be to able move because of dependence on local resources and this may negatively affect survival and reproduction (Lusseau & Bejder, 2007).

Assessing the effect of whale watching usually involves looking at immediate behavioural responses to tourism activity (Janik & Thompson, 1996; Bejder et al, 1999; Bejder et al., 2006). Avoidance behaviour, or changes in time at the surface and mean blow intervals, can indicate disturbance (Richter et al., 2006; Tseng et al., 2011). It is difficult, however, to infer the biological significance of these short term changes since it is rarely known how they translate to effects on fitness and survival (Gill et al., 2001; Bejder et al., 2006). In waters west of Maui, humpback whales (*Megaptera novaeangliae*) have shown a range of short term responses to vessel presence including avoidance, approach and even charging of vessels (Au & Green, 2000). Sperm whales in the Azores have also shown behavioural responses to boat presence. When faced with inappropriate boat manoeuvres, sperm whales showed higher changes in speed and in the frequency of aerial displays (Magalhães et al., 2002). Inappropriate boat manoeuvres were classed as those which did not meet Azorean legislation for whale watching (Magalhães et al., 2002). The requirements include approaching whales from behind within a 60° angle and keeping a minimum distance of 100 m. During the duration of the study, tourist boat observers reported that 40% of boat approaches did not adhere to established regulations (Magalhães et al., 2002).

Behavioural responses to tourism have been monitored for sperm whales at Kaikōura using both shore-based and boat-based techniques (Richter et al., 2003, 2006; Markowitz et al., 2011). Shore-based studies have the advantage of observing behaviour without the added effect of a research vessel (Markowitz et al., 2011), but are restricted to documenting very
obvious responses of whales close to shore. There has been evidence of some behavioural change in response to the approach of planes and boats at Kaikōura (Richter et al., 2006). In the presence of whale watch boats, mean blow intervals and time at the surface decreased, an indication of a stress response (Richter et al., 2006). In a more recent study, however, there was no significant change in mean blow intervals or surface time (Markowitz et al., 2011). Previously, whales did start to click sooner after fluke-up in the presence of boats implying that boat noise may decrease foraging efficiency (Richter et al., 2006). Individuals may begin to click earlier to maximise the number of received echoes, to better understand a noisier environment (Richter et al., 2006).

Even though there is a long-term dataset for Kaikōura sperm whales, there are no long-term data of whale watch effort on specific individuals (Richter et al., 2006). This makes determining the biological significance of these behavioural responses difficult (Richter et al., 2006). The presence of some behavioural responses to tourism vessels means continued research is necessary. The lack of data on distribution and demographic responses to tourism vessels means it is unknown whether individuals may leave the area due to tourism pressure. Whales that are less frequently seen, however, have been shown to be less tolerant of boat approach, both from tourist and research vessels (Richter et al., 2006). This was indicated by increases in shallow diving and more frequent changes in swimming direction (Richter et al., 2006). This may mean sperm whales that visit less frequently are more likely to avoid tourist vessels, resulting in a distribution shift away from the coast.

2.5 Conclusion

Annual abundance estimates of sperm whales at Kaikōura were derived from capture probabilities generated by CJS modelling of photo-ID capture-recapture data. There was a significant decline in the number of sperm whales using the study area from 89 to 40 individuals between 1991 and 2017. The cause of the decline is currently unknown but potential influences include food availability, climate change, tourism and lingering impacts from commercial whaling. Understanding the abundance trend of a population is crucially important for deciding whether management is necessary, and if so, what form it should take. The next step is to prioritise research on the possible causes of sperm whale population decline so that effective management can be developed.
Chapter 3
Estimating trends in seasonal abundance of sperm whales at Kaikōura using Robust design models

3.1 Introduction

All populations experience birth, death, immigration and emigration (Lebreton et al., 1992). In whale and dolphin populations, changes typically occur over large spatial and long temporal scales (Whitehead, 2001). “Open” population models, such as Cormack-Jolly-Seber (CJS), account for these changes, but they assume that emigration from the study population is permanent (Kendall et al., 1997). Often, this is not the case. A population’s home range may be larger than the study area, meaning individuals move in and out over short-term temporal scales (Kendall et al., 1997). Furthermore, individuals undergoing larger-scale movements such as annual migrations may only be present in a study area during one season a year (Kendall et al., 1997). When individuals move into and out of a study area, and are therefore not always available to be sampled, temporary emigration is occurring. For example, North Atlantic humpback whales, *Megaptera novaeangliae*, group together on the banks that surround the Antillean Island chain each winter, to mate and calve (Kennedy et al., 2013). They then migrate to geographically distinct waters off the Gulf of Maine, West Greenland, Iceland and the Barents Sea to forage from spring through to autumn (Kennedy et al., 2013). In this example, temporary emigration occurs from both feeding and breeding areas, and covers large distances (Kennedy et al., 2013).

Temporary emigration violates a basic assumption of many capture-recapture models: that all individuals have equal probability of capture at any one sampling occasion (Pollock, 1982). It is important, therefore, to consider its effect on estimates of population size, recruitment and survival rate (Kendall et al., 1997). Analyses which fail to take temporary emigration into account may result in biased estimates of abundance and survival (Peñaloza et al., 2014). Accurate abundance and survival estimates are vital for properly assessing the status and management needs of a population. One way to allow for temporary emigration in the analysis of capture-recapture data is to use a Robust design model (Pollock, 1982; Kendall et al., 1997).
Robust design methodology consists of secondary sampling periods within primary sampling periods (Pollock, 1982). It is based on a combination of CJS open model and closed model theory (Pollock, 1982). The population is therefore assumed to be closed within each primary period, but open between primary periods (Pollock, 1982; Figure 3.1). This allows for an estimate of abundance to be generated for each primary period, and estimates of survival rate and temporary emigration between primary periods (Pollock, 1982). The Robust design can be a more robust and appropriate modelling method compared with the CJS methods used in Chapter 2. In a closed population, abundance estimates are reasonably robust to heterogeneity of capture probability (Kendall, 1990). In contrast, open population models are designed to provide robust estimates of survival rate in the presence of emigration and immigration (Kendall, 1990). By using closed population estimators for abundance and open population estimators for survival, the overall analysis is more robust to heterogeneity in capture probability caused by temporary emigration from the study site (Kendall, 1990).

Temporary emigration can be defined as random or Markovian (Kendall et al., 1997). In random temporary emigration, the probability of being available for detection in primary period $i$ is not conditional on the state of the individual at time $i-1$ (Kendall et al., 1997). In Markovian temporary emigration, the probability of being available for detection in primary period $i$ is conditional on the availability of the individual at time $i-1$. Temporary emigration consists of two parameters, $\gamma'$ (gamma-prime) and $\gamma''$ (gamma-double-prime). For Markovian
emigration, the parameter $\gamma'$ is the probability of being unavailable for capture during the current sampling period ($i$), if the individual was also unavailable during the previous sampling period ($i-1$). The parameter $\gamma''$ is the probability of being unavailable for capture during the current sampling period ($i$), if the individual was available for capture during the previous sampling period ($i-1$). As a result, capture probabilities vary depending on the availability of an individual in the previous capture period. This is not the case with random emigration; the probability of being in the study area during the current primary period is the same regardless of whether or not the individual was in the study area during the previous primary period. An underlying assumption for these temporary emigration parameters is that the probability of an animal alive in period ($i$) surviving to period ($i+1$) is the same for all animals regardless of availability (Kendall et al., 1997).

Robust design modelling has been used to estimate demographic parameters of several cetacean populations, including coastal populations of bottlenose dolphins (*Tursiops* spp) and large cetaceans such as grey (*Eschrictius robustus*) and right whales (*Eubalaena* spp; Bradford et al., 2006, 2008; Silva et al., 2009; Conn et al., 2011). For grey whales inhabiting waters of the western North Pacific, including temporary emigration in the population analysis provided better fitting models (Bradford et al., 2006). Survival and abundance of bottlenose dolphins in the Azores were modelled using both CJS methods and the Robust design (Silva et al., 2009).

3.1.2 Robust design and sperm whales at Kaikōura

Male sperm whales migrate through a variety of habitats in search of mating opportunities and food (Steiner et al., 2012). They migrate from tropical breeding areas to mid to high latitudes for feeding. Female sperm whales seldom venture as far south as Kaikōura, and hence the majority of sperm whales at Kaikōura are males. Although there are whales present at Kaikōura all year round, individuals come and go from the study area, and none are truly resident (Childerhouse et al., 1995; Jaquet et al., 2000). A capture-recapture model which allows for temporary emigration is therefore likely to better represent the population at Kaikōura.

At Kaikōura, previous research indicates the distribution of sperm whales within the study area changes depending on the season (Childerhouse et al., 1995; Jaquet et al., 2000). During the summer, sperm whales were generally within the canyon in waters deeper than 1000m, while in winter they were more evenly distributed throughout the study area (Jaquet et al., 2000). Sperm whales have also had a stronger tendency to return regularly in winters
compared with summers (Childerhouse et al., 1995). Consequently, it is important to consider how seasonal differences may be influencing the decline in abundance from 1990-2017.

3.1.3 Aims

Previous estimates of sperm whale abundance at Kaikōura have been derived from CJS models, which assume that all individuals are available to be captured at each sampling opportunity. This assumption is likely to be violated as individuals enter and leave the study area (Childerhouse et al., 1995; Jaquet et al., 2000). The aim of this chapter is to apply a more realistic capture-recapture model, the Robust design, to allow for temporary emigration from the study area. As well as generating estimates of seasonal abundance, the Robust design models will provide apparent annual survival rates for sperm whales at Kaikōura.

3.2 Methods

Data collection and photo-ID methods are described in Chapter 2. Data were further filtered to meet specific requirements of Robust design analyses. In order to account for seasonal differences in distribution and abundance of sperm whales at Kaikōura, analyses were carried out on two separate datasets; summer and winter. Before the analysis, the following assumptions for Robust design modelling were addressed (Pollock, 1982; Urian et al., 2015):

1) Individuals are uniquely identifiable and identified correctly.

2) Marks must not be lost, or change so much that individuals cannot be identified correctly.

3) Each individual has the same probability of being captured.

4) The population is closed within primary periods.

Violations to assumptions 1, 2, and 3 were minimised using the strict photo quality criteria in Chapter 2 for the CJS assumptions. Assumption 3 was further addressed by Robust design modelling incorporating temporary emigration (Pollock, 1982). This assumption, however, is still likely to be somewhat violated due to inherent differences in catchability between individuals (Hammond, 1986). Violations to assumption 4 were minimised by having primary periods as short as possible, while still having sufficient data for the Robust design analysis.
3.2.1 Data structuring

Each field season was considered to be a primary period, and these needed to be of similar length to make meaningful comparisons of abundance among seasons. However, in reality there was a large variation in the length of seasons; the duration of the shortest field season was four days in winter 1990, while the longest season lasted >10 weeks, in winter 2008. Primary periods also needed to be short enough so that violations to the closure assumption were minimised. In summary, it was necessary to include as many seasons as possible while addressing the closure assumption and ensuring that field seasons were both comparable and long enough for Robust estimation. To do this, I imposed the following rules:

- Seasons must occur over 3-5 weeks.
- There must be no breaks of more than two weeks during this time.
- There must be at least 12 survey days.

After filtering the data according to these rules, winter field seasons were defined as June-July and summer field seasons from November-February. This means that winter was represented by 3-5 continuous weeks from the beginning of June to the end of July, and summer was represented by 3-5 continuous weeks between the start of November to the end of February. Each primary period was then divided into two secondary periods (Bejder & Dawson, 2001), consisting of an approximately equal number of survey days (±1). Models were also built with three and four secondary periods to test the sensitivity of abundance estimation to a larger number of shorter secondary periods. I then tested whether the filtered season duration was correlated with the number of individuals identified in that season.

3.2.2 Robust design analysis

Sighting data were summarised as an encounter matrix, with a ‘1’ representing an individual that was encountered during a secondary period, and a ‘0’ indicating an individual that was not. A “Huggins p and c” Robust design model was used to estimate apparent annual survival, capture probability and temporary emigration parameters (Bradford et al., 2006; Huggins, 1991). $p$ is the probability of first capture, whereas $c$ is the probability of recapture (conditional on having been captured before; Kendall, 1990). Generally, $c$ is used to model behavioural effects following the initial capture ($p$). Compared with physically tagging individuals, photo-ID encounters are unlikely to influence behaviour due to its non-invasive
nature (Urian et al., 2015). Therefore, I assumed that there were no behavioural effects following first capture, and so $p$ and $c$ were specified as equal.

Encounter histories were analysed in Program MARK to test a variety of models. Survival ($\phi$), captures ($p$) and gammas ($\gamma$) were allowed to vary with time or stay constant. Capture rates ($p$) can be specified as constant over the whole study period ($\gamma$), varying between primary periods only (so equal for the two secondary periods within a primary period; $T$), or fully time-varying ($t$) (where each secondary period has a separate capture probability). All possible parameter combinations were tested. Temporary emigration was allowed to be random ($\gamma' = \gamma''$). Markovian emigration was not tested because, as introduced earlier, the probability of being available for detection in primary period $i$ is conditional on the availability of the individual at time $i-1$. Primary periods, however, were not always truly consecutive which makes interpretation of Markovian emigration parameters difficult. I also trialled a “no movement” model ($\gamma' = 1$, $\gamma'' = 0$), in which survival was specified as constant and capture rates were varying between primary periods ($T$). This model assumes that individuals cannot emigrate temporarily from the study area and are therefore always available for capture while they are alive. The performance of the “no movement” model is useful for assessing the validity of the Robust design approach. Only models where all parameters could be estimated were included in the analysis. Models with $p(t)$, $\phi(T)$ and $\gamma(T)$ generally did not perform properly, due to insufficient data.

In the CJS analysis in Chapter 2, abundance was estimated to be relatively constant from 1990-2001. The majority of the population decline occurred from 2002-2017. Therefore, a change in emigration and survival rate after 2001 was tested for both summer and winter datasets. This was to investigate if a change in movement patterns or survival rates could explain the step change in abundance. This involved specifying one value for the gamma parameters between 1990 and 2001, and a different value for the gamma parameters from 2002 onwards. Apparent survival was investigated by having one value for the survival up to 2001 and then a different survival value from 2002 onwards.

3.2.3 Model fit and averaging

To find the simplest model which fitted the data well (Burnham et al., 2011), I used AICc (as in Chapter 2). Models were ranked according to their AICc score, with the lowest score indicating the best model. To include model uncertainty, abundance estimates were computed via averaging of models with non-zero weights (Burnham et al., 2011), in Program MARK using the “model averaging” function. Apparent survival, emigration and capture
probabilities, however, were not averaged to allow for a change in apparent survival after 2001 to be modelled separately from a change in emigration.

3.2.4 Linear regression

The normality of the summer and winter abundance datasets were tested using a Shapiro-Wilk test (Shapiro & Wilk, 1965). Model averaged abundance estimates were then analysed to investigate whether there was a trend over time, using a weighted linear regression as in Chapter 2. Each abundance estimate was weighted in proportion to that estimate’s precision using the inverse of variance (Barlow & Taylor, 2005; Kutner et al., 2005). An unweighted regression line was also fitted, and a linear regression was fitted on the log-scale to investigate the sensitivity of the trend to different methods. In addition, a Davies-test was performed to test for the appropriateness of a piecewise regression (Davies, 2002; Muggeo, 2017). Data analyses were performed in R (version 3.2.2; R Core Team, 2015).

3.3 Results

After filtering the data to satisfy the requirements for inclusion in a primary period, there were 1499 successful photo-ID encounters with sperm whales. Of these encounters, 846 were in the summer dataset and 653 in the winter dataset. The filtered winter data consisted of 11 seasons from 1994-2017, while the summer data consisted of 16 seasons from 1990-2017. One hundred unique individuals were seen during winter, and 130 in summer. Thirty-nine individuals seen in winter were not seen in the summer, while 69 individuals identified in the summer dataset were not seen during winter.

The number of unique individuals identified within each primary period varied, despite the standardised durations (Figures 3.2, 3.3). The number of unique individuals per primary period was not significantly correlated with duration for either summer (Pearson’s correlation coefficient $r=0.48; p=0.07$) or winter ($r=-0.27; p=0.42$).
**Figure 3.2:** Durations of the winter primary periods, compared with the number of unique individuals identified in that season.

**Figure 3.3:** Durations of the summer primary periods, compared with the number of unique individuals identified in that season.

### 3.3.1 Model selection and abundance estimation

The results of the models constructed using two, three and four secondary periods per primary period were very similar, except for one unrealistically high abundance estimate generated using four secondary periods. Therefore, I have chosen to only present the results of the
simplest models here, using two secondary periods. For comparison, the results of the models with three and four secondary periods are presented in Appendix A.

The best model for the summer dataset, as indicated by the lowest AICc score, was the model $\phi(.) p(T) \gamma(R.)$ (AICc=1237.91; Table 3.1). This model specified constant survival, time-varying capture probability between primary periods, and constant random temporary emigration parameters. The top model was clearly favoured having nearly twice the AICc weight of the second ranked model, which was similar except for constant capture probability. The large $\Delta$AICc score for the no movement model (99.34) indicated that having all individuals available for capture in every primary period had no support.

Table 3.1: Candidate models for the Robust design analysis using the summer data for estimating survival ($\phi$), probability of not being in the study area in a given primary period ($\gamma$), and capture ($p$) probabilities. ‘.’ specifies a constant parameter, ‘T’ specifies a parameter that is time-varying between primary but not secondary periods, and ‘t’ specifies a parameter that is time-varying for both secondary and primary periods. ‘01’ indicates a change in a parameter after 2001 and ‘R’ indicates random temporary emigration. Models are ranked by AICc scores.

<table>
<thead>
<tr>
<th>Model</th>
<th>AICc</th>
<th>$\Delta$AICc</th>
<th>AICc Weights</th>
<th>Model Likelihood</th>
<th># Parameters</th>
<th>Deviance</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\phi(.) p(T) \gamma(R.)$</td>
<td>1237.91</td>
<td>0</td>
<td>0.37</td>
<td>1</td>
<td>18</td>
<td>1190.12</td>
</tr>
<tr>
<td>$\phi(.) p(.) \gamma(R.)$</td>
<td>1239.07</td>
<td>1.16</td>
<td>0.21</td>
<td>0.56</td>
<td>3</td>
<td>1223.16</td>
</tr>
<tr>
<td>$\phi(01) p(T) \gamma(R.)$</td>
<td>1239.90</td>
<td>1.99</td>
<td>0.14</td>
<td>0.37</td>
<td>19</td>
<td>1189.88</td>
</tr>
<tr>
<td>$\phi(.) p(T) \gamma(R01)$</td>
<td>1240.11</td>
<td>2.20</td>
<td>0.12</td>
<td>0.33</td>
<td>19</td>
<td>1191.00</td>
</tr>
<tr>
<td>$\phi(01) p(.) \gamma(R.)$</td>
<td>1240.76</td>
<td>2.85</td>
<td>0.09</td>
<td>0.24</td>
<td>4</td>
<td>1222.80</td>
</tr>
<tr>
<td>$\phi(.) p(.) \gamma(R01)$</td>
<td>1241.01</td>
<td>3.07</td>
<td>0.08</td>
<td>0.21</td>
<td>4</td>
<td>1223.05</td>
</tr>
<tr>
<td>$\phi(.) p(.) \gamma(RT)$</td>
<td>1247.58</td>
<td>9.67</td>
<td>0.00</td>
<td>0.01</td>
<td>17</td>
<td>1202.00</td>
</tr>
<tr>
<td>$\phi(.) p(T) \gamma(no\ movement)$</td>
<td>1337.25</td>
<td>99.34</td>
<td>0.00</td>
<td>0.00</td>
<td>17</td>
<td>1291.67</td>
</tr>
</tbody>
</table>

The apparent annual survival rate ($\phi$) from the best model for summer was 0.86 (Table 3.2). The probability that an individual was not in the study area in a given primary period ($\gamma$) was 0.57 (Table 3.2).
Table 3.2: The parameter estimates for survival ($\phi$), probability of being absent from the study area ($\gamma$) and capture ($p$) probabilities for the top summer model, $\phi$, $p(T)$ $\gamma$ ($R$). Standard errors (SE) and 95% log-normal confidence intervals (LCI, UCI) are also presented.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Estimate</th>
<th>SE</th>
<th>LCI</th>
<th>UCI</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\phi$</td>
<td>0.86</td>
<td>0.02</td>
<td>0.83</td>
<td>0.89</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>0.57</td>
<td>0.04</td>
<td>0.49</td>
<td>0.64</td>
</tr>
<tr>
<td>$p$ 1990</td>
<td>0.19</td>
<td>0.12</td>
<td>0.05</td>
<td>0.50</td>
</tr>
<tr>
<td>$p$ 1991</td>
<td>0.71</td>
<td>0.09</td>
<td>0.51</td>
<td>0.85</td>
</tr>
<tr>
<td>$p$ 1993</td>
<td>0.71</td>
<td>0.12</td>
<td>0.43</td>
<td>0.89</td>
</tr>
<tr>
<td>$p$ 1994</td>
<td>0.64</td>
<td>0.09</td>
<td>0.45</td>
<td>0.80</td>
</tr>
<tr>
<td>$p$ 1996</td>
<td>0.50</td>
<td>0.12</td>
<td>0.28</td>
<td>0.72</td>
</tr>
<tr>
<td>$p$ 1997</td>
<td>0.56</td>
<td>0.09</td>
<td>0.39</td>
<td>0.72</td>
</tr>
<tr>
<td>$p$ 1998</td>
<td>0.81</td>
<td>0.07</td>
<td>0.63</td>
<td>0.92</td>
</tr>
<tr>
<td>$p$ 1999</td>
<td>0.58</td>
<td>0.11</td>
<td>0.36</td>
<td>0.77</td>
</tr>
<tr>
<td>$p$ 2000</td>
<td>0.45</td>
<td>0.09</td>
<td>0.29</td>
<td>0.62</td>
</tr>
<tr>
<td>$p$ 2005</td>
<td>0.67</td>
<td>0.10</td>
<td>0.45</td>
<td>0.83</td>
</tr>
<tr>
<td>$p$ 2006</td>
<td>0.66</td>
<td>0.12</td>
<td>0.41</td>
<td>0.85</td>
</tr>
<tr>
<td>$p$ 2008</td>
<td>1.00</td>
<td>0.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>$p$ 2013</td>
<td>0.53</td>
<td>0.11</td>
<td>0.32</td>
<td>0.72</td>
</tr>
<tr>
<td>$p$ 2015</td>
<td>0.40</td>
<td>0.13</td>
<td>0.18</td>
<td>0.67</td>
</tr>
<tr>
<td>$p$ 2016</td>
<td>0.87</td>
<td>0.15</td>
<td>0.35</td>
<td>0.99</td>
</tr>
<tr>
<td>$p$ 2017</td>
<td>0.50</td>
<td>0.10</td>
<td>0.32</td>
<td>0.69</td>
</tr>
</tbody>
</table>
Abundance in 1990 was estimated at 43 individuals (95% CI: 12-148), and for 2017 it was estimated at 23 (95% CI: 16–32; Table 3.3).

Table 3.3: Model averaged abundance estimates, standard error (SE) and 95% log-normal confidence intervals (LCI, UCI) derived from the Huggins Robust design parameter estimates, for each summer season.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Estimate</th>
<th>SE</th>
<th>LCI</th>
<th>UCI</th>
</tr>
</thead>
<tbody>
<tr>
<td>1990</td>
<td>43</td>
<td>29.64</td>
<td>12</td>
<td>148</td>
</tr>
<tr>
<td>1991</td>
<td>26</td>
<td>2.63</td>
<td>21</td>
<td>31</td>
</tr>
<tr>
<td>1993</td>
<td>18</td>
<td>2.15</td>
<td>14</td>
<td>22</td>
</tr>
<tr>
<td>1994</td>
<td>26</td>
<td>2.83</td>
<td>21</td>
<td>33</td>
</tr>
<tr>
<td>1996</td>
<td>21</td>
<td>3.92</td>
<td>15</td>
<td>31</td>
</tr>
<tr>
<td>1997</td>
<td>29</td>
<td>3.45</td>
<td>23</td>
<td>37</td>
</tr>
<tr>
<td>1998</td>
<td>20</td>
<td>2.27</td>
<td>16</td>
<td>26</td>
</tr>
<tr>
<td>1999</td>
<td>16</td>
<td>2.45</td>
<td>12</td>
<td>22</td>
</tr>
<tr>
<td>2000</td>
<td>31</td>
<td>5.46</td>
<td>22</td>
<td>43</td>
</tr>
<tr>
<td>2005</td>
<td>19</td>
<td>2.24</td>
<td>15</td>
<td>24</td>
</tr>
<tr>
<td>2006</td>
<td>12</td>
<td>1.76</td>
<td>9</td>
<td>16</td>
</tr>
<tr>
<td>2008</td>
<td>5</td>
<td>0.85</td>
<td>3</td>
<td>7</td>
</tr>
<tr>
<td>2013</td>
<td>25</td>
<td>3.92</td>
<td>18</td>
<td>34</td>
</tr>
<tr>
<td>2015</td>
<td>13</td>
<td>4.13</td>
<td>7</td>
<td>23</td>
</tr>
<tr>
<td>2016</td>
<td>5</td>
<td>0.88</td>
<td>3</td>
<td>7</td>
</tr>
<tr>
<td>2017</td>
<td>23</td>
<td>3.87</td>
<td>16</td>
<td>32</td>
</tr>
</tbody>
</table>

As for the summer dataset, according to the AICc scores, the best model for the winter dataset was $\phi(.)\ p(T)\ \gamma(R.)$ (AICc=905.86; Table 3.4). There was some support for models with a change in temporary emigration and survival after 2001, and some support for the "no movement" model (AICc=906.33).
Table 3.4: Candidate models for the Robust design analysis using the winter data for estimating survival ($\phi$), probability of not being in the study area in a given primary period ($\gamma$), and capture ($p$) probabilities. ‘.’ specifies a constant parameter, ‘T’ specifies a parameter that is time-varying between primary but not secondary periods, and ‘t’ specifies a parameter that is time-varying for both secondary and primary periods. ‘01’ indicates a change in a parameter after 2001 and ‘R’ indicates random temporary emigration. Models are ranked by AICc scores.

<table>
<thead>
<tr>
<th>Model</th>
<th>AICc</th>
<th>ΔAICc</th>
<th>AICc weights</th>
<th>Likelihood</th>
<th>No. Parameters</th>
<th>Deviance</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\phi(.) p(T) \gamma(R.)$</td>
<td>905.86</td>
<td>0.00</td>
<td>0.27</td>
<td>1.00</td>
<td>13</td>
<td>1038.28</td>
</tr>
<tr>
<td>$\phi(.) p(T) \gamma(R01)$</td>
<td>905.88</td>
<td>0.03</td>
<td>0.26</td>
<td>0.99</td>
<td>14</td>
<td>1036.12</td>
</tr>
<tr>
<td>$\phi(01) p(T) \gamma(R.)$</td>
<td>905.93</td>
<td>0.07</td>
<td>0.26</td>
<td>0.96</td>
<td>14</td>
<td>1036.16</td>
</tr>
<tr>
<td>$\phi(.) p(T)$ $\gamma$(no movement)</td>
<td>906.33</td>
<td>0.47</td>
<td>0.21</td>
<td>0.79</td>
<td>21</td>
<td>1020.83</td>
</tr>
<tr>
<td>$\phi(01) p(.) \gamma(R.)$</td>
<td>915.95</td>
<td>10.09</td>
<td>0.00</td>
<td>0.01</td>
<td>4</td>
<td>1067.44</td>
</tr>
<tr>
<td>$\phi(.) p(.) \gamma(R.)$</td>
<td>916.50</td>
<td>10.64</td>
<td>0.00</td>
<td>0.00</td>
<td>3</td>
<td>1070.04</td>
</tr>
<tr>
<td>$\phi(.) p(.) \gamma(R01)$</td>
<td>918.03</td>
<td>12.18</td>
<td>0.00</td>
<td>0.00</td>
<td>4</td>
<td>1069.53</td>
</tr>
</tbody>
</table>

The best winter model estimated an apparent survival rate ($\phi$) of 0.85 (Table 3.5). The probability of an individual being absent from the study area in a primary period ($\gamma$) was 0.16 (Table 3.5).

Table 3.5: The parameter estimates for survival ($\phi$), probability of being absent from the study area ($\gamma$) and capture ($p$) probabilities for the top winter model, $\phi(.) p(T) \gamma (R.)$. Standard errors (SE) and 95% log-normal confidence intervals (LCI, UCI) are also presented.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Estimate</th>
<th>SE</th>
<th>LCI</th>
<th>UCI</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\phi$</td>
<td>0.85</td>
<td>0.02</td>
<td>0.81</td>
<td>0.88</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>0.16</td>
<td>0.07</td>
<td>0.07</td>
<td>0.33</td>
</tr>
<tr>
<td>$p$ 1994</td>
<td>0.78</td>
<td>0.08</td>
<td>0.59</td>
<td>0.89</td>
</tr>
<tr>
<td>$p$ 1995</td>
<td>0.42</td>
<td>0.09</td>
<td>0.26</td>
<td>0.59</td>
</tr>
<tr>
<td>$p$ 1996</td>
<td>0.65</td>
<td>0.09</td>
<td>0.46</td>
<td>0.80</td>
</tr>
<tr>
<td>$p$ 1997</td>
<td>0.71</td>
<td>0.10</td>
<td>0.48</td>
<td>0.87</td>
</tr>
<tr>
<td>$p$ 1999</td>
<td>0.42</td>
<td>0.09</td>
<td>0.26</td>
<td>0.60</td>
</tr>
<tr>
<td>$p$ 2006</td>
<td>0.38</td>
<td>0.10</td>
<td>0.21</td>
<td>0.59</td>
</tr>
<tr>
<td>$p$ 2007</td>
<td>0.56</td>
<td>0.08</td>
<td>0.40</td>
<td>0.71</td>
</tr>
<tr>
<td>$p$ 2008</td>
<td>0.24</td>
<td>0.07</td>
<td>0.13</td>
<td>0.41</td>
</tr>
<tr>
<td>$p$ 2015</td>
<td>0.71</td>
<td>0.08</td>
<td>0.52</td>
<td>0.84</td>
</tr>
<tr>
<td>$p$ 2016</td>
<td>0.68</td>
<td>0.08</td>
<td>0.51</td>
<td>0.81</td>
</tr>
<tr>
<td>$p$ 2017</td>
<td>0.67</td>
<td>0.09</td>
<td>0.48</td>
<td>0.82</td>
</tr>
</tbody>
</table>
Abundance in 1994 was estimated at 23 individuals (95% CI: 20-26), and for 2017 it was estimated at 21 (95% CI: 17-26; Table 3.6).

**Table 3.6:** Model averaged abundance estimates, standard error (SE) and 95% log-normal confidence intervals (LCI, UCI) derived from the Huggins Robust design parameter estimates, for each winter season.

<table>
<thead>
<tr>
<th>Season</th>
<th>Estimate</th>
<th>SE</th>
<th>LCI</th>
<th>UCI</th>
</tr>
</thead>
<tbody>
<tr>
<td>1994</td>
<td>23</td>
<td>1.39</td>
<td>20</td>
<td>26</td>
</tr>
<tr>
<td>1995</td>
<td>37</td>
<td>8.18</td>
<td>25</td>
<td>54</td>
</tr>
<tr>
<td>1996</td>
<td>24</td>
<td>2.51</td>
<td>20</td>
<td>30</td>
</tr>
<tr>
<td>1997</td>
<td>20</td>
<td>2.07</td>
<td>17</td>
<td>24</td>
</tr>
<tr>
<td>1999</td>
<td>28</td>
<td>6.11</td>
<td>20</td>
<td>40</td>
</tr>
<tr>
<td>2006</td>
<td>29</td>
<td>7.32</td>
<td>17</td>
<td>48</td>
</tr>
<tr>
<td>2007</td>
<td>34</td>
<td>4.76</td>
<td>26</td>
<td>43</td>
</tr>
<tr>
<td>2008</td>
<td>18</td>
<td>7.36</td>
<td>8</td>
<td>39</td>
</tr>
<tr>
<td>2015</td>
<td>24</td>
<td>2.21</td>
<td>20</td>
<td>29</td>
</tr>
<tr>
<td>2016</td>
<td>24</td>
<td>2.27</td>
<td>20</td>
<td>29</td>
</tr>
<tr>
<td>2017</td>
<td>21</td>
<td>2.33</td>
<td>17</td>
<td>26</td>
</tr>
</tbody>
</table>
3.3.2 Abundance trend

The Shapiro–Wilk test showed that there was no evidence to reject the null hypothesis of a normal distribution of abundance estimates for both summer (w=0.97, p=0.79) and winter (w=0.91, p=0.2) datasets. Weighted linear regression showed a significant decline in the estimated number of whales using the study area from summer 1990 to summer 2017 (F=16.23, p<0.01; Figure 3.4). The number of whales using the study area declined from 43 individuals in 1990 to 23 individuals in 2017. On average, the number of whales using the Kaikōura study area in summer declined by 0.74 individuals per year over the course of the study. The trend was also significant when an unweighted regression line was fitted (F=6.73, p=0.02; Figure 3.4), and when a weighted regression was fitted using the abundance estimates from 1994-2017 (i.e. the same time-span as the winter data; F=9.27, p=0.01). The regression trend was also significant with the abundance estimates on the log-scale (F=7.54, p=0.01).

The Davies-test showed that piecewise regression was not a suitable method for modelling the trend. The ‘best’ breakpoint for a shift in trend was found to be at 1991, but the p-value (p=0.21) suggested that a linear regression was most appropriate for modelling the summer abundance data.

![Figure 3.4: Summer abundance estimates for sperm whales at Kaikōura between 1990 and 2017. The 95% log-normal confidence intervals and the linear regression trendline (weighted by the inverse of the variance; in blue) are plotted. The unweighted regression line is also presented for comparison (in grey).](image-url)
Weighted linear regression showed no significant trend in abundance over the winter seasons from 1994 to 2017 ($F=0.04, p=0.84$; Figure 3.5). There was also no support for a piecewise regression model. Regression on the log-scale also showed no significant trend ($F=0.55, p=0.36$).

![Figure 3.5: Winter abundance estimates for sperm whales at Kaikōura between 1994 and 2017. The 95% log-normal confidence intervals and the linear regression trendline (weighted by the inverse of the variance) are plotted. Note that the slope of the trendline is not significantly different to zero.](image)

### 3.4 Discussion

Robust design models were used to estimate the seasonal abundance of sperm whales using the study area at Kaikōura. For summer and winter, the best models were those which incorporated temporary emigration. This indicates that sperm whales are not truly resident at Kaikōura, but immigrate and emigrate from the study area over time, and justifies the use of Robust design models, over alternatives which assume that individuals are always available to be sampled.

The abundance estimates from the Robust design models suggested that the number of sperm whales using the study area at Kaikōura in summer had significantly declined between 1990 and 2017. This significant decline was still evident when tested from 1994 to 2017 (the
time frame of the winter analysis), and when an unweighted regression line was fitted from 1990-2017. The log-scale regression also showed a significant decline. These results suggest that the conclusion is not sensitive to different options for regression lines, and provides confidence that the observed decline is real. In contrast, the abundance estimates generated from the winter dataset were relatively consistent and showed no evidence of a trend over time.

There were two particularly low abundance estimates for the summer dataset. Five individuals were estimated for both 2008 and 2016. No known abrupt changes to the environment occurred in 2008 that may have impacted this abundance estimate. The abundance estimate for summer in 2016, however, was from data collected directly after the Kaikōura earthquake. There is a lack of information on the response of marine mammals to earthquakes (Gallo-Reynoso et al., 2011). It is possible that the initial seismic activity and noise of earthquakes may displace individuals from that area. For example, observations of fin whales after a 5.5 magnitude earthquake in the Gulf of California showed an individual breached 3 minutes after the quake and proceeded to travel 13 km in 26 minutes, more than three times faster than normal travel speed (Gallo-Reynoso et al., 2011). The loss of benthic productivity at Kaikōura may have resulted in a decrease in prey availability for sperm whales foraging at Kaikōura. As a result, individuals may have had to redistribute further from the canyon to increase foraging efficiency. The abundance estimate for the following summer (23), however, was comparable to estimates prior to the earthquake. This indicates that even if the low 2016 summer estimate was in response to the earthquake, it was a short term response.

The best winter and summer models resulted in very similar apparent annual survival rates: 0.85 and 0.86 respectively. This indicates that whales were using the study area for a similar span of years in both winter and summer. There was no support for a change in apparent annual survival rate after 2001, indicating a change in apparent survival did not drive the decline. These values are close to the previous annual survival rate of 0.83 estimated by van der Linde (2009), and also to the survival rate from the CJS analysis in Chapter 2 (0.89). Although these recent survival estimates are slightly higher than the previous estimate, the 95% confidence estimates do overlap. This indicates that there is no strong evidence for a change in apparent survival since the previous analysis.

The temporary emigration parameter for summer was 0.57, and for winter it was 0.16. This means that individuals are more likely to stay at Kaikōura for multiple winters compared
with summer. The lower temporary emigration parameter in winter also explains the higher support for the “no movement” model in winter, since there was less movement occurring between winters compared with summers. There was no evidence that the significant summer decline was driven by a change in temporary emigration after 2001.

Overall, the parameter estimates suggest that consistent numbers of sperm whales visit the study area at Kaikōura during winter, and a much more variable, slowly declining number of whales use the habitat over summer. Furthermore, individual sperm whales are much more likely to visit Kaikōura during successive winters, than during successive summers. The whales visiting Kaikōura during winter, therefore, come from a smaller pool of unique individuals (100), compared with summer (130), with only 61 individuals seen in both seasons.

In Chapter 2, the significant annual decline was explored in terms of response to prey redistributions, climate change and tourism pressure. Below I will investigate these factors on a seasonal level, in order to understand what environmental influences are occurring in summer, which are not present, or as strong, in winter.

It is evident that the distribution of cetaceans is determined largely by the distribution of their prey species (Tynan et al., 2005; Ballance et al., 2006; Friedlaender et al., 2006; Munger et al., 2009). Sperm whales have demanding food requirements (Lockyer, 1981) and so it is understandable that their distribution would largely reflect ocean productivity; more productive waters should have better feeding opportunities (Bradford et al., 1991; Jaquet et al., 1996).

3.4.1 Possible decline due to seasonal food availability

Squid have flexible life histories which respond quickly to changes in temperature and productivity (Forsythe et al., 2001; Pecl & Jackson, 2008; Kaplan et al., 2013). In warmer temperatures the growth rates of squid are often accelerated, meaning they hatch earlier, are smaller, but grow faster over shorter life spans (Pecl & Jackson, 2008). For many species, this could alter the timing and location of peak abundance (Pecl & Jackson, 2008). The summertime reliance on squid by sperm whales at Kaikōura, means a shift in sperm whale distribution in response to prey could be expected. There is evidence of significant warming of New Zealand’s southern coastal waters over the last 50 years, based on sea-surface temperature (SST) data from Portobello; autumn-winter temperatures have increased by 1.3°C since 1967 (Shears & Bowen, 2017). At Kaikōura specifically, coastal SST has increased by
0.54°C on average over 30 years, and the 5% lowest temperatures have increased by 1.02°C (Schiel et al., 2016). As seen at Portobello, these increases seem to also be driven by autumn and winter temperatures (Schiel et al., 2016). Two squid species likely relied on by sperm whales around Kaikōura, *Nototodarus sloanii* and *Onykia ingens* (Gaskin & Cawthorn, 1967), have hatching periods in winter (Jackson, 2001; Uozumi, 1998). Since changes in ocean temperatures are already occurring, sensitive, flexible species such as squid may already be showing signs of change. Shifts in squid distribution in response to oceanographic changes have been noted elsewhere. For example, over the last 16 years the Humboldt squid, *Dosidicus gigas*, has expanded its geographical range into the waters of central California (Zeidberg & Robison, 2007). There was some evidence of increased abundance of sperm whales around the Gulf of California, during the 1990s, in response to an increase in *D. gigas* abundance (Jaquet et al., 2003).

At Kaikōura, fish, especially groper, appear to be more important in the diet of sperm whales in winter compared with summer (Gaskin & Cawthorn, 1967). The commercial fishing season for groper in Kaikōura occurs over winter in conjunction with consistently high densities of sperm whales (Jaquet et al., 2000; Paul, 2002). There has been a decline in both groper and ling commercial catches since 1991 (MPI, 2015), but since there is no evident decline in sperm whale numbers in winter over the course of the study, it may be that this decline is not significant enough to impact foraging during these months, or that sperm whales do not rely on these species sufficiently for it to have an effect.

New Zealand’s ocean productivity is influenced by various water masses and oceanic fronts (Chiswell, 1996; Shaw & Vennell, 2000; Sutton, 2003). The Southland Current flows northward up the east coast of the South Island, diverging over the Chatham Rise (Chiswell & Schiel, 2001). Some water from the Southland Current flows through the Mernoo Gap into the Kaikōura area and interacts with subtropical water flowing from the north, creating fine-scale mixing and eddy structures (Shaw & Vennell, 2000). The Southland Current is made up mainly of subantarctic water mixed with some subtropical water (Sutton, 2003). It is associated with the Southland Front, which separates the warm, high saline subtropical water on the continental shelf, with cold, fresher subantarctic water offshore (Sutton, 2003). The increased productivity at this front has been attributed to the mixing of macronutrient poor but micronutrient rich subtropical water, with macronutrient rich and micronutrient poor subantarctic water (Murphy et al., 2010). The extension of the Southland Current through the Mernoo Gap has been recorded moving further inshore to Kaikōura in summer (Shaw & Vennel, 2000). If it is associated with productivity, annual variability in this oceanographic
feature or a change over time could be a further cause of variability in the number of sperm whales at Kaikōura over the summer months. Climate change is having a demonstrated effect on circulation in the Southern Ocean (e.g. Oke & England, 2004; Böning et al., 2008), but whether there is any influence on the Southland Current system is not yet known.

The Kaikōura peninsula is also influenced by alongshore advection, downwelling and upwelling (Chiswell & Schiel, 2001). The east coast of the South Island is predominantly a downwelling coast, but strong northerly winds create periods of upwelling (Heath, 1976; Chiswell & Schiel, 2001). These upwelling events have been shown to be important for the availability of the zooplankton Nyctiphanes australis for red billed gulls, Larus novaehollandiae scopulinus, at Kaikōura (Mills et al., 2008). There is also evidence of changes in zooplankton abundance at Kaikōura in relation to monthly SST (Bradford, 1972; Mills et al., 2008). For example, zooplankton abundance at Kaikōura can be negatively impacted by inflows of warm, subtropical water from offshore (Bradford, 1972; Mills et al., 2008). There is already evidence of SST increase with climate change around Kaikōura (Schiel et al., 2016) and westerly wind events are expected to increase (Mullan et al., 2001), potentially reducing localised upwelling (Mills et al., 2008).

Upwelling can be a driver of cooler SSTs, whilst bringing nutrients through the water column to the surface (Chiswell & Schiel, 2001). Low SSTs have been correlated with the feeding success of sperm whales in waters around the Galápagos Islands (Whitehead et al., 1989). Feeding success, as measured by defection rates, was significantly higher when mean SSTs were particularly cool (25.4°C) compared with a warm El Niño year with a high mean SST (27.5°C). Reduced upwelling and increased SSTs could, therefore, result in a decline in food availability for sperm whales at Kaikōura, due to an overall decrease in ecosystem productivity.

3.4.2 Seasonal whale watching activity

Whale watching activity by boat is highest in summer and autumn, and lowest in winter (Markowitz et al., 2011). Whale watch flights occur for most of the year with twice as many flights occurring in summer compared with winter (Markowitz et al., 2011). Increased boat activity in the Abrolhos Marine National Park in Brazil has been shown to reduce singing by humpback whales (Sousa-Lima & Clark, 2008). This is thought to be due either to displacement of individuals so singing cannot be detected, reduced singing in the study area, or both (Sousa-Lima & Clark, 2008). Humpback whales in the Southern Lagoon of New Caledonia significantly increased their dive time and decreased the linearity of their swim
path in the presence of whale watching vessels (Schaffer et al., 2009). The effect on the linearity of the swim path increased with increased number of vessels (Schaffer et al., 2009). A study in Milford Sound from 1999 to 2002 showed that bottlenose dolphin residency was related to intensity of tourism (Lusseau, 2005). Dolphins spent less time in the fiord when tourism intensity was highest (Lusseau, 2005). Given that behavioural effects of tourism have been detected in the past, higher intensity whale watching at Kaikōura may be contributing to the decline in number of sperm whales visiting the study area during summer.

### 3.5 Conclusion

Seasonal abundance estimates of sperm whales at Kaikōura were derived from parameters generated by Robust design models. A significant decline in the number of sperm whales using the study area at Kaikōura in summer was evident, with a decline from 43 to 23 individuals from 1990 to 2017. No significant trend was apparent in the winter. The cause of this seasonal decline is currently unknown, but could be related to changes in food availability, climate change and tourism. Research should be prioritised for investigating possible factors in summer which are driving the decline, so that effective management can be implemented.
Chapter 4
Investigating associations between sperm whales visiting Kaikōura

4.1 Introduction

Social organisation is an important aspect of population dynamics, influencing gene flow and spatial patterns of individuals, as well as being the basis of important ecological relationships such as competition, cooperation and dominance (Whitehead, 1997; Whitehead & Dufault, 1999). Cetacean populations display a wide diversity in group size and social structure, from the small fluid groups of Hector’s dolphins (*Cephalorhynchus hectori*; Slooten et al., 1993) and Risso’s dolphins (*Grampus griseus*; Hartman et al., 2008), to the larger, highly structured groups of some killer whale (*Orcinus orca*) populations (Bigg et al., 1990; Baird & Whitehead, 2000). Understanding different patterns of social behaviour relies on a conceptual framework of interactions, relationships and social structure (Hinde, 1976). Interactions among individuals are the basic units of social behaviour, while a series of interactions between two individuals over time defines a relationship (Hinde, 1976). Finally, social structure results from the nature, quality and patterning of relationships among individuals across the whole society (Hinde 1976). Interactions are observable (Whitehead, 2008a), but many animal groups live under conditions that render such observations difficult or impossible (Vine et al., 2009). Two obvious examples are species that migrate, or live in burrows (Cunningham & Castro, 2011; Hayes et al., 2015). For cetaceans, many behaviours occur under the surface and at depth, and therefore not all interactions are easily observed (Mann & Würsig, 2014). Most cetacean populations are also very wide-ranging and mobile and, as a result, interactions among individuals may occur beyond the study area sampled (Kendall et al., 1997). Accurate description of the social structure of cetacean populations is therefore challenging.

Social relationships vary depending on sex, age, habitat (Jarman, 1974; Gero et al., 2015), reproductive success (Cameron et al., 2009), predation risk (Banks, 2001), and foraging opportunities (Clark & Mangel, 1986). Relationships can be cooperative, competitive or hierarchical (Whitehead, 1997), and may change depending on behavioural context. Observed variation may arise randomly, stemming from imperfect observation, or from preferred or avoided associations within the population (Whitehead, 1999). It is important, therefore, to be able to distinguish between what is random and what are meaningful associations among individuals (Whitehead, 1999). By first understanding the
significance of associations in a population, the question of how social structure may be adaptive for the individual, and consequently the society, can be addressed (Whitehead, 2008a).

4.1.1 Methodology for social analysis

The ability to quantify social patterns and behaviours is necessary to analyse the social organisation of populations with minimal biases. Until the 1970s, methods for studying animal behaviour relied on “ad libitum” sampling, where researchers simply noted down what seemed to be an important behaviour at the time (Altmann, 1974; Martin & Bateson, 2007). This introduced significant biases because some individuals may be more visible than others, and some behaviours may be more conspicuous and recognisable to the observer (Altmann, 1974). Since then, studies have focused on quantitative methods such as recording the frequency and duration of recognised behaviours (Beer, 1961), or by recording an individual’s behaviour at preselected moments in time (Richards, 1966).

Social studies of cetaceans more often use associations, rather than interactions, as signifiers of social affiliation (Whitehead, 2009b). This is because many interactions between individuals are occurring below the water surface (Mann & Würsig, 2014). There are also sometimes subtle interactions that occur, without touching or obvious communication, which can be better discovered using associations (Whitehead, 2008a). Associations are generally recorded based on co-occurrence in the same group, so all individuals in a group are associated at the time of sampling (Bejder et al., 1998; Connor, 2000). A group can be defined based on physical proximity (Gero et al., 2008), temporal methods (Johnston et al., 2017) and behavioural observations (Mobley & Herman, 1985), with the strength of the affiliation indicated by the time individuals spend together (Bigg et al., 1990).

Association relationships are measured using association indices, which measure the proportion of time that a pair of individuals (dyad) spend associated over the study period (Whitehead, 2008a). These indices can then be used to explore a variety of social metrics including the patterning of associations in a population, preferred or avoided companionship (Bejder et al., 1998) and the temporal patterning of relationships (Whitehead, 1995). The change in associations over time can be explored by calculating the lagged association rate (Whitehead, 1995). This provides an estimate of the probability that if two individuals are associating now, they will still be associated in the future (Whitehead 1995; Whitehead, 2008a).
Associations can also be defined as being within the range of communication between individuals because both active and passive transmission of information has the potential to result in behavioural changes (Bradbury and Vehrencamp, 1998; Whitehead, 2008a). Individuals with large communication ranges, therefore, may still be considered associated even if they are several kilometres from an individual in the group. Time can be used as a proxy for distance. For example, in species with large communication ranges, two individuals may be considered associated if they are seen within 2 hours of one another (e.g. Lettevall et al., 2002). For bottlenose dolphins in Florida, low frequency calls (7-13 kHz) in shallow water could reach other dolphins up to 487 m away (Quintana-Rizzo et al., 2005). High frequency calls (13-19 kHz) could have a potential detection range of >20 km (Quintana-Rizzo et al., 2005). The communication range for harbour porpoises in comparison, however, is estimated to be within 1 km (Clausen et al., 2010). The communication range between species is, therefore, variable.

4.1.2 Social structure and communication in sperm whale populations

Sperm whales are a long-lived, slow-growing species (Rice, 1989), which means they can form long-term bonds (Coakes & Whitehead, 2004). Female sperm whales are known to have complex social networks (Christal et al., 1998), but social associations among mature males remain among the least well understood aspects of sperm whale biology (Christal & Whitehead, 1997). Mature female sperm whales live in cohesive social groups of 10-30 individuals, including immature animals of both sexes (Richard et al., 1996). The duration of bonds in these groups are highly variable with some associations persisting for at least several years (Richard et al., 1996). Males leave natal groups between 6 and 15 years old to form ‘bachelor schools’ (Best, 1979). Larger males are found in increasingly smaller groups and distributed at higher latitudes (Caldwell et al., 1966). Once males are both sexually and socially mature, around their mid-twenties, they travel back to the tropics for breeding (Best, 1979). Mature males on average spend only 3-6 hours with a nursery pod because they employ a “searching strategy”, visiting multiple females during a season (Whitehead et al., 1991). When not with female groups during breeding, males can be found in loose aggregations spanning a few kilometres or more (Lettevall et al., 2002).

Sperm whales communicate acoustically using patterns of clicks called “codas” (Watkins and Scheville, 1977; Whitehead and Weilgart, 1991). Codas are thought to serve a communication function, because they have primarily been heard to be used by socialising
sperm whales (Watkins and Scheville, 1977; Weilgart and Whitehead, 1993; Rendell and Whitehead, 2003). However, male only groups in Kaikōura and in the Hellinic Trench near Greece do exchange codas (Frantzis and Alexiadou, 2008). Even if codas are not being produced, and individuals are not communicating directly with one another, individuals can “eavesdrop” gaining foraging information from the clicks of others (Madsen et al., 2002). Gaining information from the sounds of conspecifics has been demonstrated in bats (Barclay, 1982; Übernickle et al., 2012) and dolphins (Dawson, 1991; Xitco and Roitblat, 1996). It is thought that the usual clicks of sperm whales have the potential to be heard up to 16 km away and creaks (foraging buzzes, citation) up to 6 km away if both the clicking and listening individuals are at depth (Madsen et al., 2002). Slow clicks in comparison may be able to be detected as far as 60 km away. This indicates that, if males in foraging areas are not communicating directly with codas, they may be still gaining information from the sounds of conspecifics (Madsen et al., 2002).

Currently there is no statistical evidence for preferred associations or long-term bonds between males in any areas where such aggregations have been studied (Lettevall et al., 2002). Males may be aggregating in response to external conditions, such as the presence of prey (Childerhouse et al., 1995; Jaquet et al., 2003), where the location of an individual is therefore not directly related to the presence of others. However, there are many reports of mass strandings of mature and sub-adult males which suggest the presence of social bonds (Rice, 1989). Coordinated travelling has also been noted in some aggregations of males (Whitehead et al., 1997). Therefore, there may be some level of sociality within these aggregations which has yet to be detected.

4.1.3 Sociality of male sperm whales at Kaikōura

Kaikōura is a habitat used primarily for foraging by sub-adult and adult male sperm whales (Dawson et al., 1995). Generally, when individuals are seen at the surface they are solitary, but there are instances throughout the long-term dataset of close associations between whales (Lettevall et al., 2002; personal observation). Clusters of up to five individuals have been observed, but more commonly pairs of whales are seen surfacing and resting together before diving again. Social structure within this population was previously analysed using data from 1990 to 2001, but no preferred associations were found (Lettevall et al., 2002). A pair of whales were considered associated if they were identified within two hours of each other (used as a proxy for a distance of 15 km), or identified on the same day (a proxy for a distance
of 30 km between pairs of individuals; Lettevall et al., 2002). The sampling period for this study was defined as five days, based on calculated residency times (Lettevall et al., 2002).

4.1.4 Aims

As the study area does not encompass the home range of individuals visiting Kaikōura, interactions may easily occur over large spatial scales that might not be revealed by the existing survey data. Due to the range over which individuals may be communicating, they may be interacting even when they are not in close physical proximity. Furthermore, all individuals present in the study area on a given day are not necessarily always identified. It is, therefore, important to consider time windows for defining associations longer than the one day used previously by Lettevall et al. (2002). This chapter, therefore addresses the following questions:

1. Are there preferred associations among sperm whales at Kaikōura? The dataset now has nine years of new data collected over 13 years since the last analysis by Lettevall et al. (2002). This larger dataset should have more power to resolve associations.

2. What is the effect of modifying the criterion for association by increasing the allowed time between sightings? An association will be defined as two individuals being seen on the same day, seen within two consecutive days, or seen over a four-day time-span. I explore how these extended association periods affect association indices and the presence of preferred associations.

4.2 Methods

Data collection and photo-ID methodology was the same as described in Chapter 2. To analyse association data, the social analysis software SOCPROG (v2.8) was used (Whitehead, 2009b).

4.2.1 Data filtering

Three group definitions were tested. Individuals were defined as within the same group, if they were seen on the same survey day, during two consecutive survey days, or over the time-span of four survey days. The four-day definition could not be defined as consecutive days, as there were not enough consecutive four-day periods to use for analysis. SOCPROG requires a sampling period to be defined within the dataset. This is to allow for associations to be
investigated over a temporal scale (Whitehead, 2008a). Associations can then be explored on a short-term scale, within a sampling period, but also among sampling periods to test for long-term associations (Whitehead, 2009b). Individuals were considered associated if they were seen in the same group within a sampling period. The sampling period was defined as a field season and each season trimmed to 3-5 weeks in length, as in Chapter 3.

Individuals that are seldom seen may bias the apparent network within the society, and it is known that using indices based on four or fewer samples will always be inaccurate (Whitehead, 2008a). To address this, if individuals were seen in fewer than five sampling periods they were excluded from the analysis. Sightings should also be spaced at least a day apart, as independent evidence of association (Bejder et al., 1998). Repeat sightings of an individual on the same day were therefore excluded from the dataset.

4.2.2 Measuring associations

Association indices were calculated in SOCPROG. These were calculated for each possible dyad using the half weight index (HWI; Cairns & Schwager, 1987; Whitehead, 2008a). This is most appropriate when associations are defined as “present in the same group” but when it is not certain that all individuals in the group have been sighted (Ginsberg & Young, 1992). The HWI index for each possible dyad was calculated with the following equation:

\[ \text{HWI} = \frac{x}{x+yab+0.5(ya+yb)} \]

Where \( x \) is the number of times that individual A and B were defined as being in the same group, \( ya \) is the number of sampling periods where only individual A was identified, \( yb \) is the number of sampling periods where only individual B was identified, and \( yab \) is the number of sampling periods where both A and B were identified but not associated.

An association index may vary between 0 and 1; 0 means no association (i.e. two individuals are never seen together) and 1 means perfectly associated (i.e. always seen together; Whitehead, 2008).

An estimate of social differentiation (SD) was also calculated to show the variability of association indices within the population. This is calculated by SOCPROG using the following equation:
\[ SD = \sqrt{\text{var}(x_{AB}) - \text{Mean}(x_{AB})} \]

Where \( x_{AB} \) is the number of observations where individuals A and B were associated. This is a Poisson estimate of \( SD \) and relies on the assumption that the probability of an individual being identified in a sampling period is the same for all individuals (Whitehead, 2008). If social differentiation is close to 0, then the relationships in the population are homogenous, whereas a social differentiation close to 1 means relationships are varied. A poorly differentiated population is one with an \( SD \) value of <0.2. A measure of the accuracy of the social representation, \( r \), can be gained from the following equation in Whitehead (2008a):

\[ r = \frac{SD}{CV(a_{AB})} \]

Where \( SD \) is the social differentiation, and \( CV(a_{AB}) \) is the coefficient of variation of the estimated association indices. An \( r \) value close to 1.0 indicates a very good representation, ~0.8 is a good representation, and ~0.4 is an acceptable representation (Whitehead, 2008).

4.2.3 Testing for preferred and avoided associations

The null hypothesis of random associations, and therefore no preferred or avoided companions, was conducted via Monte Carlo permutations in SOCPROG (Bejder et al., 1998; Whitehead, 2009b). In this approach, testing is conducted using simulated datasets (Bejder et al., 1998). Alternative datasets are randomly generated, but the number of times each individual is sighted and the number of individuals in each group is constrained (Whitehead et al., 1982; Slooten et al., 1993; Bejder et al., 1998). The random data, therefore, retains important features from the original data (Bejder et al., 1998). The null hypothesis states that there is equal probability of each individual associating with every other individual in the population (Whitehead, 2008a). To reject the null hypothesis, the distribution of association indices from the real data should be significantly different from the distribution of indices from the permuted datasets (Whitehead, 2008a).

The basis of the analysis is the calculation of the \( S \) statistic (Manly, 1995), which tests the randomness of co-occurrences within a population. It is calculated for the original dataset and then for each randomly generated dataset (Bejder et al., 1998). The proportion of all randomly generated \( S \) values that are larger than or equal to the population \( S \) statistic is the p-
value. If this $p$-value is less than a desired threshold (0.05 in this case), the null hypothesis of random association can be rejected (Bejder et al., 1998; Whitehead, 2009b). Dyads which have significantly high or low association indices are also outputted (Bejder et al., 1998). A significance of 0.05 was specified. This meant that an association index greater than 97.5% of the randomly generated associations indicates a preferred association. In comparison, an association index less than 2.5% of the randomly generated associations indicates an avoided association (Whitehead, 2008). Generally, more permutations are needed, compared with other Monte Carlo methods, to ensure an accurate $p$-value as the randomly generated datasets have constraints derived from the original dataset (Whitehead, 2009b). For this study 10,000 permutations were used, as recommended by Whitehead (2008a). The permutation chosen for these data was to permute associations within samples. This method assesses long-term companionships or avoidances by looking at associations between sampling periods, rather than within (Whitehead, 2008a). This test accounts for differences in gregariousness and migration in and out of the study, and is generally the most robust option (Whitehead, 2008a).

4.2.4 Temporal analysis

An analysis of lagged association rates was performed to investigate the change in associations over time. SOCPROG calculates the lagged association rate based on theory by Whitehead (1995). The lagged association function estimates the changes in association between two individuals, after the sampling period in which they were first associated. So, given that two individuals are associated now, the lagged association rate shows the probability they will be associated so many time units in the future (Whitehead, 1995; 2009). The standardised lagged association was calculated, which is the appropriate parameter when it is not certain that all potential associates of an individual have been recorded (Whitehead, 1995). The lagged association rate is calculated in SOCPROG by using a moving average of the number of potential associations (Whitehead, 2008a). A high enough moving average needs to be set so that the data is somewhat smoothed, but not so high that information is lost (Whitehead, 2008a). For each scenario in this study a moving average between 3800 and 4000 potential associations was specified. This achieved a lagged association rate that was smoothed but did not lose information. The null association rate was also calculated as this is the expected value if there is no preferred association. Estimates of precision for the lagged association rates were obtained by using the jack-knife procedure in SOCPROG (Efron & Gong, 1983).
4.2.5 Multidimensional scaling

Association indices were graphically represented using non-metric multidimensional scaling (MDS) in program UCINET (v6.6.40; Borgatti et al., 2002). MDS consists of a set of points in $n$-dimensional space arranged so that the more associated dyads are plotted closer together (Whitehead, 2008a). A distance is calculated between each dyad which is inversely proportional to their association index (Whitehead, 2008a). These distances are then plotted to find the best representation of all dyad combinations for the number of dimensions specified beforehand (Whitehead, 2008a). In this analysis, scaling was performed in 2 dimensions. The “non-metric stress” represents the degree of failure in representing associations between individuals, with a stress <0.2 indicating an adequate representation, and a stress <0.05 indicating a good representation (Kruskal, 1964). MDS was more appropriate than a principal coordinate analysis (PCA), as indicated by the large negative eigenvalues produced when PCA was trialled (Manly, 1994; Whitehead, 2008a). This was further supported by less than 40% of the variation in the PCA being explained by the data.

4.3 Results

After the data were filtered in accordance with the rules devised for this study, there were 39 individuals available for the social analysis, represented in 1006 encounters. There were 26 sampling periods with a mean of 10 individuals per sampling period. Social differentiation ranged from 0.851 (SE = 0.140) in the one-day scenario to 0.708 (SE = 0.101) in the four-day scenario, which indicates a well differentiated population in all scenarios (Whitehead, 2008a; Table 4.1). The accuracy of the social representation ranged from 0.612 (SE = 0.046) in the one-day scenario to 0.552 (SE = 0.053) in the four-day scenario (Table 4.1).

Table 4.1: The social differentiation value ($SD$) and accuracy of social representation ($r$) for each of the group definition scenarios. ‘SE’ is the standard error.

<table>
<thead>
<tr>
<th>Group definition (days)</th>
<th>$SD$</th>
<th>SE</th>
<th>$r$</th>
<th>SE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.730</td>
<td>0.138</td>
<td>0.612</td>
<td>0.046</td>
</tr>
<tr>
<td>2</td>
<td>0.685</td>
<td>0.123</td>
<td>0.578</td>
<td>0.056</td>
</tr>
<tr>
<td>4</td>
<td>0.581</td>
<td>0.118</td>
<td>0.552</td>
<td>0.053</td>
</tr>
</tbody>
</table>
4.3.1 Distribution of half-weight association indices

There was a total of 1482 association indices calculated and most association indices ranged from 0 to 0.2 (Figure 4.1). The maximum association index for each individual was \( \geq 0.4 \) in all scenarios (Figure 4.2). The overall mean for the one-day scenario was 0.15, and the mean of the maximum HWI per individual was 0.62. For the two-day scenario the overall mean was 0.17, and the mean of the maximum HWI was 0.65. The overall mean for the four-day scenario was 0.2, and 0.68 was the calculated mean of the maximum HWI per individual. The proportion of zero indices decreased as the time-span for association increased.
Figure 4.1: The proportional distribution of all association indices (n=1482) for each individual, for each of the group definition scenarios. A = one-day scenario, B = two-day scenario, C = four-day scenario.
Figure 4.2: The proportional distribution of the maximum association index for each individual, for each of the association definitions (n = 38). A = one-day scenario, B = two-day scenario, C = four-day scenario.
4.3.2 Preferred and avoided associations

Based on the $p$-values derived from the comparison of $S$ with randomly permuted dated sets, there is evidence for preferred or avoided social associations between individuals in each association definition scenario (one-day: $p<0.001$, two-day: $p<0.01$, four-day: $p<0.01$). The one-day association scenario had both preferred and avoided relationships (Table 4.2), while the other two scenarios only had preferred associations (Tables 4.3, 4.4). In the one-day scenario there were eight preferred associations and two avoidance associations. In the two-day scenario there were also eight preferred associations, and in the four-day scenario there were six preferred associations. The preferred association of MTB160 and HL250 was shared between all three scenarios. The two-day and four-day scenarios also shared three more dyads, NN70 and MTR140, MTR100 and LNL160, and LNL240 and HR100.

**Table 4.2:** The significant long-term preferred and avoided relationships between individuals in the one-day association scenario. ‘HWI’ is the half weight index and ‘times seen at the surface together’ is the number of times a dyad were seen together at the surface as part of an encounter. $p$-values indicate avoided or preferred relationships.

<table>
<thead>
<tr>
<th>Individual A</th>
<th>Individual B</th>
<th>$p$-value</th>
<th>HWI</th>
<th>Times seen at the surface together</th>
<th>Relationship Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>MTL40</td>
<td>HR80</td>
<td>0.018</td>
<td>0.00</td>
<td>0</td>
<td>Avoided</td>
</tr>
<tr>
<td>NN80</td>
<td>LNL120</td>
<td>0.023</td>
<td>0.00</td>
<td>0</td>
<td>Avoided</td>
</tr>
<tr>
<td>MLS100</td>
<td>LNR100</td>
<td>0.985</td>
<td>0.15</td>
<td>0</td>
<td>Preferred</td>
</tr>
<tr>
<td>MTB160</td>
<td>HL250</td>
<td>0.999</td>
<td>0.33</td>
<td>0</td>
<td>Preferred</td>
</tr>
<tr>
<td>MTR80</td>
<td>MTL80</td>
<td>0.989</td>
<td>0.33</td>
<td>0</td>
<td>Preferred</td>
</tr>
<tr>
<td>LNL160</td>
<td>HR110</td>
<td>0.986</td>
<td>0.48</td>
<td>0</td>
<td>Preferred</td>
</tr>
<tr>
<td>MLS140</td>
<td>HL120</td>
<td>0.998</td>
<td>0.57</td>
<td>3</td>
<td>Preferred</td>
</tr>
<tr>
<td>MLN200</td>
<td>LNL120</td>
<td>0.989</td>
<td>0.60</td>
<td>0</td>
<td>Preferred</td>
</tr>
<tr>
<td>MTB80</td>
<td>LNL100</td>
<td>0.981</td>
<td>0.67</td>
<td>0</td>
<td>Preferred</td>
</tr>
<tr>
<td>NN70</td>
<td>MLN190</td>
<td>0.990</td>
<td>0.83</td>
<td>2</td>
<td>Preferred</td>
</tr>
</tbody>
</table>
Table 4.3: The significant long-term preferred relationships between individuals in the two-day scenario. ‘HWI’ is the half weight index and ‘times seen at the surface together’ is the number of times a dyad were seen at the surface together as part of the same encounter. *p*-values indicate preferred relationships.

<table>
<thead>
<tr>
<th>Individual A</th>
<th>Individual B</th>
<th><em>p</em>-value</th>
<th>HWI</th>
<th>Times seen at the surface together</th>
<th>Relationship Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>MTB170</td>
<td>MLS100</td>
<td>0.987</td>
<td>0.20</td>
<td>0</td>
<td>Preferred</td>
</tr>
<tr>
<td>NN70</td>
<td>MTR140</td>
<td>0.997</td>
<td>0.46</td>
<td>0</td>
<td>Preferred</td>
</tr>
<tr>
<td>MTR100</td>
<td>HL160</td>
<td>0.981</td>
<td>0.48</td>
<td>2</td>
<td>Preferred</td>
</tr>
<tr>
<td>MTB160</td>
<td>HL250</td>
<td>0.985</td>
<td>0.50</td>
<td>0</td>
<td>Preferred</td>
</tr>
<tr>
<td>MTR80</td>
<td>MLS100</td>
<td>0.983</td>
<td>0.55</td>
<td>0</td>
<td>Preferred</td>
</tr>
<tr>
<td>MTR100</td>
<td>LNL160</td>
<td>0.987</td>
<td>0.59</td>
<td>4</td>
<td>Preferred</td>
</tr>
<tr>
<td>MLS140</td>
<td>HL120</td>
<td>0.996</td>
<td>0.62</td>
<td>3</td>
<td>Preferred</td>
</tr>
<tr>
<td>LNL240</td>
<td>HR100</td>
<td>0.996</td>
<td>0.73</td>
<td>1</td>
<td>Preferred</td>
</tr>
</tbody>
</table>

Table 4.4: The significant long-term preferred relationships between individuals in the four-day scenario. ‘HWI’ is the half weight index and ‘times seen together at the surface’ is the number of times a dyad were seen at the surface as part of the same encounter. *p*-values indicate preferred relationships.

<table>
<thead>
<tr>
<th>Individual A</th>
<th>Individual B</th>
<th><em>p</em>-value</th>
<th>HWI</th>
<th>Times seen at the surface together</th>
<th>Relationship Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>NN70</td>
<td>MTR140</td>
<td>0.987</td>
<td>0.17</td>
<td>0</td>
<td>Preferred</td>
</tr>
<tr>
<td>LSR60</td>
<td>LNL120</td>
<td>0.979</td>
<td>0.2</td>
<td>0</td>
<td>Preferred</td>
</tr>
<tr>
<td>MTB160</td>
<td>HL250</td>
<td>0.995</td>
<td>0.5</td>
<td>0</td>
<td>Preferred</td>
</tr>
<tr>
<td>MTR100</td>
<td>LNL160</td>
<td>0.993</td>
<td>0.50</td>
<td>0</td>
<td>Preferred</td>
</tr>
<tr>
<td>MTR80</td>
<td>LNL120</td>
<td>0.978</td>
<td>0.55</td>
<td>1</td>
<td>Preferred</td>
</tr>
<tr>
<td>LNL240</td>
<td>HR100</td>
<td>0.998</td>
<td>0.73</td>
<td>1</td>
<td>Preferred</td>
</tr>
</tbody>
</table>
4.3.3 Temporal analysis

The lagged association rate showed that preferred associations occur over a time lag of eight field seasons, or approximately four years (two field seasons were conducted per year on average; Figure 4.3). After this time, the lagged association rate overlapped with the null association rate in all scenarios, indicating that preferred associations end after this time lag. Overall, the three different scenarios showed similar time lag patterning.
Figure 4.3: The lagged association rate for each group definition scenario, where the association rate is standardised and the lag is the sampling period. The null association rate is presented for comparison. Estimates of precision are shown via the jackknife procedure. A = one-day scenario, B = two-day scenario, C = four-day scenario.
4.3.4 Multidimensional scaling

For each scenario the MDS plots showed some clustering of individuals. Clusters were tighter in the one-day and two-day scenarios (Figures 4.4, 4.5), and both these scenarios had a lower stress value compared with the four-day scenario (Figure 4.6). In the one-day scenario avoided associates did not appear to be spaced further apart than preferred associates. Preferred associates were generally not placed the closest together. The exception to this was the dyad NN70 and MLN190 (indicated by the black arrows) which were preferred associated and close to one another in the MDS diagram. In the two-day scenario LNL240 and HR100 were the only preferred associates placed closest together. In the four-day scenario there were no preferred associates placed closest to their corresponding preferred associate. Groupings varied between the three scenarios but MTB160 was consistently at the outer edge of the MDS and MTL80 was also on the outer edge for the one-day and two-day scenarios.

Figure 4.4: The MDS diagram for the one-day association scenario. Preferred associates are indicated with the same coloured arrows. Avoided associates are indicated by the same coloured star. Non-metric stress = 0.12.
Figure 4.5: The MDS diagram for the two-day association scenario. Preferred associates are indicated with the same coloured arrows. Non-metric stress = 0.15.
Figure 4.6: The MDS diagram for the four-day association scenario. Preferred associates are indicated with the same coloured arrows. Non-metric stress = 0.18.

4.4 Discussion

The social structure of male sperm whales at Kaikōura was explored via preferred association permutation tests, temporal analyses and multi-dimensional scaling. Significant preferred and avoided associations were present in this population, the first time this has been detected in any male population of sperm whales and contrasts with the previous findings at Kaikōura (Lettevall et al., 2002). This may be due to the longer time series available, meaning there were more data with which to examine social structure. The temporal analyses showed that preferred associations occurred over a time-span of approximately four years. There was some clustering evident in the MDS plots but these generally did not reflect the preferred associations which were found.

The use of novel ways for defining associations has the potential to reveal new insights into social structure of wild populations (e.g. Johnston et al., 2017). In this chapter, varying the “group definition” scenario was important for showing how social structure and
preferred associations may change when all potential associating individuals are not sampled over a small time frame, such as one day. As the group definition scenario increased in time-span, the number of non-zero association indices increased, meaning more individuals were associating with each other in the four-day scenario compared with the one-day scenario. The distribution of mean association indices was also more skewed towards one, with an increase in the group definition time-span. This was expected as an increase in the time-span over which associations can occur, potentially allowed for more association opportunities between individuals that would otherwise be missed due to not being sighted on a particular day. Social differentiation decreased as the time-span of the “group definition” increased, so the population was less socially differentiated in the four-day scenario compared with the two-day and one-day scenarios. The number of preferred associates also decreased and there seemed to be less of a clustering tendency in the four-day MDS diagram compared with the shorter time-span scenarios. Regardless of the group definition scenario chosen, however, there was still evidence of some social structure in the population and preferred associations were present in each one.

Overall, most associations were weak (mean HWI for all scenarios ≤0.2). There were some strong associations, and a small number of preferred associations. Indices >0.5 indicate a relatively strong association between a dyad (Slooten et al., 1993; Würsig & Pearson, 2014). For the sperm whale population at Kaikōura, 65-75% of individuals had non-zero association indices (depending on the group membership scenario used), but only 5% had indices of 0.6 or higher. This means only a small proportion of sperm whales at Kaikōura were associating in a potentially significant way. The mean association index for each individual reflects this, as most individuals have a mean index less than 0.5. Most individuals, therefore, are associating, but only with a few other individuals. This is not unexpected as the calculated social differentiation was relatively high (>1).

The social differentiation within the population can be also seen via the multidimensional scaling diagrams, which plot pairs of individuals relative to each other according to their HWIs. There is some indication of groupings, with certain individuals placed closer together over all three association day scenarios. These closer grouped individuals may represent “acquaintances” rather than preferred associates, as there were only at most 10 preferred associate dyads over the study period. There are many more individuals clustered in different groups in the MDS diagrams. The MDS diagrams, however, had stress values between 0.1 and 0.2, indicating that they only represented the population to an adequate level (Kruskal, 1964). It also may be that not all preferred associations were detected.
using the permutation test. For one, this study only looked for evidence of long-term preferred associations over seasons, but not short-term associations within seasons. This was primarily due to lack of statistical power within each sampling period (Whitehead, 2008b). Finer scale associations may also be occurring that are not detectable by the association definitions due to the relatively small sample sizes.

This study was based on individuals being associated if they were seen during a certain time-span (one, two or four days). However, sometimes individuals are also physically seen together in the field. For example, individuals will sometimes approach each other, swim side by side, and dive together (Lettevall et al., 2002; personal observation). These pairs of individuals will sometimes resurface together after their next dive cycle (Lettevall et al., 2002; personal observation). Some of the “significant” dyads found in the analysis were of individuals previously seen together in the field. Preferred associates LNL160 and MTR100 have been seen at the surface together four times between 1997 and 2002. HL120 and MLS140, also preferred associates, were seen at the surface together three times between 1997 and 2000. Maybe these co-occurrences are also indicative of preferential associations.

There were an additional 74 instances of individuals sighted at the surface together but which did not include preferred associates.

The preferred associations observed in this analysis may be beneficial to individuals and therefore adaptive for the population as a whole. By associating with conspecifics in the area, individuals may be sharing foraging information actively and/or passively. It is likely that individual feeding is improved by foraging in a group, as information can be rapidly shared, such as where prey are concentrated (Würsig, 1986). This can be advantageous even when the actual securing of the prey is done individually (Würsig, 1986). There is evidence that group foraging in spinner dolphins (Stenella longirostris), for example, is thought to increase the efficiency of prey capture, as dolphins in groups are able to herd together larger prey aggregations compared with solitary foraging (Bernoit-Bird and Au, 2009). The use of “eavesdropping” on conspecifics rather than actively communicating and coordinating foraging has been theorised for Hector’s dolphins (Dawson, 1991). Codas are occasionally heard at Kaikōura and, therefore, sperm whales may be actively communicating foraging information. These codas are uncommon, however, so if individuals are gaining foraging information from one another it is more likely occurring through eavesdropping.

Even with the presence of preferred long-term associations, it seems that long-lasting units of consistently associated individuals are not a numerically important component of the
population structure in Kaikōura. In general, loose social groupings have been linked to the use of areas primarily for feeding by sub-adult and adult whales (Lettevall et al., 2002). Being social, however can be adaptive for a population (Whitehead, 2008). The social structure of female and juvenile groups, for example, is thought to have evolved, at least partly, for helping in the care of young. Alloparental care, in which other individuals in a group “babysit” calves, has been observed in sperm whales (Whitehead, 1996). Young males are fully involved in the cooperative behaviour within their mother’s social unit for years (Connor et al., 1998) but this behaviour seems to be lost once they disperse from their natal group (Connor et al., 1998; Christal et al., 1998). This pattern of male behaviour, from juvenile to adult, is also seen in elephants (Elephantidae) (Moss & Poole, 1983; Moss, 2001). The social system of sperm whales and elephants, in general, have converged, with female groups displaying similar levels of social organisation (Weilgart et al., 1996; Whitehead, 2003). Previously it was believed that adult male elephants, like sperm whales, did not form associations with one another (Croze, 1974). Male African elephants (*Loxodonta africana*) do in fact have short term, but strong associations between some individuals. Some pairs are repeatedly seen together, at times despite long periods of separation (Chiyo et al., 2011). Often, it seems that most associations are weak between individuals, with a few very strong associations (Croze, 1974; Moss & Poole, 1983), similar to what is seen in this study. Male African elephants which are genetically related or are of similar age, are also more likely to have strong associations with one another (Chiyo et al., 2011). In addition, when male elephants are in a sexually inactive state they seek out other males of a similar age (Goldenberg et al., 2014). At Kaikōura, male sperm whales are all between 13 m and 15 m long (Dawson et al., 1995; Rhinelander & Dawson, 2004; Growcott et al., 2011; Miller et al., 2013b). These total lengths suggest that most males at Kaikōura are sexually mature, but not yet socially mature (Rhinelander & Dawson, 2004). In turn this suggests that some individuals may be associating in the area partly based on the needs of a particular life-history state. Since only the largest males travel to the tropical breeding grounds to find receptive females (Best, 1979), there is a premium on growing large quickly, and hence associating with a very productive foraging area.

It is also possible that the few very strong associations in the population could be between individuals that are more genetically similar than those with weaker associations, as seen between male elephants in Africa (Chiyo et al., 2011). Preferred associations observed between male sperm whales in high latitude feeding habitats, therefore, may be a remnant of
strong associations which occurred in low latitude breeding areas before these individuals dispersed.

4.5 Conclusion

This chapter explores the temporal social structure and preferred associations of male sperm whales at Kaikōura. A small number of preferred associations were found within a primarily loosely structured population. There was also evidence for some clustering within the study area. The tendency to form stable bonds in natal groups may not be entirely lost once males leave and become sexually mature, as previously thought. Further information may be gained by undertaking genetic analyses to see if preferred associates are related, and to analyse the size of individuals in relation to the level of association.
Chapter 5  
General Discussion

This thesis used a long-term photo-ID dataset to investigate the demographic parameters and social organisation of sperm whales visiting Kaikōura between 1990 and 2017. Long-term datasets are invaluable for investigating population trends, as many ecological processes occur over multiple years, rather than days or weeks (Clutton-Brock and Sheldon, 2010). Research protocol at Kaikōura has remained fairly consistent since 1990, providing the opportunity to assess population trends over a long temporal scale. Previously, a decline in number of whales using the study area each year had been detected from 1991 to 2007 (van der Linde, 2009). My research (Chapter 2) has updated the database and Cormack-Jolly-Seber analyses to determine whether the decline had continued. A significant decline in the number of sperm whales visiting Kaikōura from 1991-2017 was found. I also wanted to apply a different modelling framework, the Robust design (Pollock, 1982), so that temporary emigration could be included. Sperm whales are temporary visitors to Kaikōura: many return over multiple years but none are truly resident (Childerhouse et al., 1995; Jaquet et al., 2000). The Robust design model, therefore, is a more realistic capture-recapture model for sperm whales at Kaikōura. Due to the structure of Robust design models it was appropriate to model summer and winter seasons separately. The Robust design models revealed a significant decline in the number of individuals using the study area during summer, but not in winter (Chapter 3). Furthermore, there was no evidence that the decline is being driven by a step change in survival rate or temporary emigration probability. Modelling the data using two different techniques adds weight to the conclusion that the trend in abundance at Kaikōura is real, and enables us to focus our attention on what might be causing the decline.

The dataset also provided a unique opportunity to investigate the social organisation of sperm whales using the Kaikōura study area. Previous studies had not detected evidence of associations among males outside nursery groups (Lettevall et al., 2002). Nursery groups are highly social and young males contribute fully to the social organisation of these groups (Gordon, 1987). It would not be surprising, therefore, that some form of sociality persists after leaving these mixed groups. In Chapter 4, associations were investigated over time windows of one, two and four days to reflect that, even though male sperm whales do not typically spend time in groups, they may still be associating over larger scales. Significant preferred associations were detected in all three scenarios, and the timelag analysis showed that these
relationships typically occur over a four year period. Groups of male sperm whales have previously been thought to congregate in specific areas primarily due to food availability (Connor, 2000). While this may be the main reason that brings male sperm whales to the same area, there is now evidence for a level of sociality which could be partly responsible for males grouping together in particular areas.

5.1 Potential causes of a decline

A decline in the number of sperm whales visiting Kaikōura may reflect an actual decline in the local sperm whale population, a redistribution of individuals away from the coast, or a change in foraging area. Sperm whales use the habitat at Kaikōura primarily for feeding; they display foraging behaviour most of the time (Childerhouse et al., 1995; Jaquet et al., 2000). A decline in the use of the area may mean that this habitat is changing, and foraging there is not as efficient as before. Alternatively, it may mean that the greater amount of tourism in summer is deterring whales from the area. It is still unknown where whales that visit Kaikōura go when they are not in the study area, as no sightings in other parts of New Zealand, or matches to international catalogues, have been found. The analyses of Chapter 2 and 3 indicate that the main decline in whales using the study area at Kaikōura is during summer. This may be related to changes in food availability or tourism pressure.

Squid are likely the primary food source for sperm whales at Kaikōura (Gaskin & Cawthorn, 1967), so a decline in sperm whales visiting Kaikōura in summer may be a response to changes in the abundance and distribution of squid. Sperm whale populations in other areas have been shown to respond to variability in squid populations (Jaquet et al., 2003). Squid growth, distribution and abundance is variable and responds quickly to environmental changes such as temperature (Vidal et al., 2010; Moreno et al., 2012). Evidence of warming ocean temperatures have already been noted in Kaikōura (Schiel et al., 2016), meaning squid populations in the region may already be impacted.

Squid abundance and distribution may also be impacted by oceanographic productivity. Sperm whale distribution has been correlated with areas of upwelling (Smith and Whitehead, 1993) and increased chlorophyll concentration (Jaquet et al., 1996). These areas are thought to be supporting productive feeding grounds for sperm whales. Periods of increased primary productivity have been shown to coincide with peaks in pelagic squid abundance (Costa and Fernandes, 1993; Vidal et al., 2010), thereby supporting top predators such as sperm whales (Smith and Whitehead, 1993). The productivity of Kaikōura may be influenced by upwelling
(Chiswell & Schiel), so changes to circulation and upwelling in summer may affect food availability for higher trophic levels, and ultimately sperm whales.

The decline in summer may also be the result of increasing tourism pressure. There is evidence that tourism may result in behavioural effects at Kaikōura (Richter et al., 2006). Sperm whales which visit Kaikōura less frequently, for example, display behaviours which indicate they are less tolerant of boat presence (Richter et al., 2006). Since tourism activity is highest during summer and autumn, it may be that less tolerant individuals are displaced further from the coast during these busier months.

5.2 Recommendations for management

A set of protected areas, matāitai reserves and taiāpures have been established with the aim to recognize and maintain the biodiversity of the Kaikōura area (Figure 5.1; MPI & DoC, 2013). The Hikurangi marine reserve and whale sanctuary were established in 2014 to protect the wide range of habitats represented at Kaikōura and to protect whales and other marine mammals from negative impacts from seismic surveying (MPI & DoC, 2013). The Hikurangi marine reserve covers 104km² including 1.9km of rocky shore coastline, and extends to the head of the Kaikōura canyon (Fig. 5.1). The latter is important sperm whale foraging habitat and fishing in this area is prohibited (MPI & DoC, 2013). The reserve’s design was, however, strongly influenced by a wish to minimise effects on commercial fishing (MPI & DoC, 2013), compromising its benefits to fish stocks and their predators.

Due to the mobility of many species within marine reserves, the effective size of a protected area is often less than its actual size (Kellner et al., 2007; Freeman et al., 2009; NZMSS, 2014). This is due to “edge effects”, such as fishing pressure removing catch at or near the boundary (Kellner et al., 2007; NZMSS, 2014). Although the Hikurangi reserve covers 104km², its complex shape offers considerable scope for edge effects (NZMSS, 2014). Analyses of sperm whale habitat use at Kaikōura show that the reserve encompasses a very small portion of the area used by sperm whales (Jaquet et al., 2000). Any benefit to sperm whales from the Hikurangi Marine Reserve is likely to be marginal at best.
**Figure 5.1:** Map of the Hikurangi Marine Reserve, Marine Mammal/Whale Sanctuary, tāiāpures and mātaitais established in Kaikōura. Figure from the Department of Conservation (2014).
The marine mammal sanctuary protects inshore marine mammals from being exposed to high levels of seismic surveying noise (DoC, 2013; MPI & DoC, 2013). Level 1 surveys, which are generally geophysical surveys for oil and gas, are banned from the sanctuary (MPI & DoC, 2013). There is a moratorium on future permits for oil and gas exploration in New Zealand, but current permits may allow surveying to continue for at least a decade (Young, 2018). The sanctuary extends past the 12 n.mi. (22.23 km) boundary to 56 km and covers a total of 4686 km², however, because sperm whales are likely ranging outside the sanctuary boundary, they may still come into contact with high levels of anthropogenic noise. Even when current oil and gas permits end, sperm whales may still be impacted by anthropogenic noise from other sources, such as shipping (Richardson et al., 1995).

In order to maximize the protection of sperm whales at Kaikōura, a better understanding of their habitat use is necessary. At this stage, however, we know that sperm whales are utilising areas which are under fisheries pressure since they range outside of the marine reserve. Understanding the causes for the observed decline would also allow the most influential threats to be addressed and protected areas to be established with these in mind. Because the causes for the observed decline in the number of sperm whales visiting Kaikōura are unclear, a precautionary management approach is recommended.

5.3 Implications of preferred and avoided associations

The social analyses for the sperm whales visiting Kaikōura showed that there are a small number of preferred associations in all three association scenarios tested. The sociality of mature male sperm whales, however, is still not well understood. Immature males live in highly social networks at mid latitudes, but leave their natal groups around the age of six to spend time in ‘bachelor schools’ of young males (Best, 1979). As they get older, they are found in increasingly smaller groups at higher latitudes (Caldwell et al., 1966). They visit the mixed nursery groups around their mid-twenties, when they are ready to breed (Best, 1979). In mixed schools, the duration of bonds is highly variable, from associations persisting for at least several years, to casual associations spanning a couple of weeks at most (Whitehead et al., 1991). Previous to this study, there was no statistical evidence of associations between mature males in loose aggregations. It is not unexpected, however, that mature males would be social since they are fully involved in complex social organization as immatures (Gordon, 1987). Previous observations suggested some sociality; mature males sometimes travel together (Whitehead et al., 1997) and, at Kaikōura, sometimes surface side by side after
foraging dives (Letteval et al., 2002). Being social can be adaptive for individuals and consequently the society as a whole (Whitehead, 2008a). For example the high sociality of female and immature sperm whales is advantageous for foraging success (Arnbom and Whitehead, 1989), and the protection of young (Whitehead, 1996).

Scarring on the nose and heads of larger males (Best, 1979; Kato, 1984), and broken teeth (Clarke and Paliza, 1988), indicate that some interactions between males are aggressive, however there are very few accounts of this behaviour being observed (Caldwell et al., 1966; Clarke & Paliza, 1988). It may occur at breeding grounds when males of similar sizes arrive at the same group of females (Whitehead, 1993). The male sperm whales sighted at Kaikōura are between 9-16 m in length (Dawson et al 1995; Miller et al., 2013b). In general males larger than 13 m are likely to have large scars caused by the teeth of other large males (Best, 1979). By associating with males of a similar size at feeding grounds, male sperm whales could benefit by physically interacting with each other before being in serious aggressive encounters at breeding areas, as is hypothesized for all-male foraging groups of elephants (Chiyo et al., 2011). This aggressive behaviour, however, has never been witnessed at Kaikōura.

5.4 Study Limitations

Sampling across field seasons was not consistent over the 27 years of this study. A few years had no sampling, and the timing of field seasons varied due to changes to the University calendar and weather. Some seasons were much shorter than others and therefore could not be used in the seasonal analysis. Furthermore, filtering of the data prior to the Robust design analysis meant that the summer and winter analyses also did not include all the same years, and the summer dataset started several years earlier than the winter set. As most of the decline occurred in the latter half of the time series, testing the summer data with the same starting point as winter showed that the decline was still significant. There may be a decline occurring in winter which was not detected due to the shorter and sparser data available. The missing data also meant that Markovian emigration Robust design models could not be comprehensively investigated as this model structure is based on primary periods being consecutive in time.

Studying social relationships between male sperm whales, in general, is limited because it is not fully understood how sociality occurs between individuals. The very large
scale of movement in sperm whales means that our studies at Kaikōura cover a very small part of their distribution. If sperm whales chose to socialise far offshore, we would never know. Additionally, the fact that sperm whale clicks can be heard over ranges of up to at least 8 km means that individuals may be in acoustic contact over large ranges. However, these factors were accounted for as much as possible by testing for associations over the longer time-spans of two and four days. As a result, there is evidence from this study that preferred associations occur over greater physical distances than previously examined, using time as a proxy. This suggests that there may be some social structure but it may depend strongly on the time frame used for defining an association. Further investigation into more precisely defining associations is recommended.

This study was also limited to only investigating long-term preferred/avoided associations. This is because the test for long-term associations accounts for differences in gregariousness and temporary emigration (Whitehead, 2008a), which is more representative for the sperm whale population at Kaikōura. Investigations into how short-term associations could be tested would be useful for further understanding sociality among male sperm whales.

### 5.5 Future research

#### 5.5.1 Continued data collection

The photo-ID dataset from Kaikōura allows us to assess trends over a 27 year time scale. However there were gaps in data collection between 2002 and 2005, and between 2009 and 2014. Because of the length of the dataset and the amount of data collected before and after these gaps, useful trends could still be estimated. A more complete data series would be more useful for detecting accurate trends. Therefore, it should be a priority that photographic data continues to be collected each year. The continuation of regular data collection will also be important for further social analyses.

#### 5.5.2 Investigating causes for the decline

Now that it has been established that the decline in the number of sperm whales using the area first revealed by van der Linde (2009) has continued, the next step is to investigate why. An improved understanding of the seasonal distribution and diet of sperm whales visiting Kaikōura is important for investigating whether individuals may be responding to a change in food availability. Currently our knowledge of the diet of sperm whales in the region is based on stomach content analysis from whales caught in the Kaikōura and Cook Strait region in
1963 and 1964 (Gaskin and Cawthorn, 1967). Information on diet, however, can also be gained from stable isotope analyses of sloughed skin (Ruiz-Cooley et al., 2004). Cetaceans constantly slough skin to minimise fouling, and small pieces of sperm whale skin can be observed floating in the slick after an individual has just dived. Sloughed skin from sperm whales has been collected at Kaikōura opportunistically since 1994. Since 2014, collecting available skin after each sperm whale encounter has been a focus in the field and there are now skin samples from 37 whales. Stable isotope analysis of sloughed skin may reveal differences in prey targeted in summer and winter.

Investigating the primary productivity and oceanographic features of Kaikōura could aid in better determining what makes an ideal foraging habitat for sperm whales. By comparing areas where whales forage often to areas with less foraging activity, we could gain more information on the environmental factors which could be contributing to the decline.

The demographic cause of the decline should also be investigated. The Robust design analyses showed that there was no evidence that the decline was driven by a change in survival or temporary emigration over the study period. It may be that recruitment has changed over time, whereby less individuals are being recruited into the Kaikōura study area. Recruitment into the study area could be impacted by a decline in food availability, but also by increased tourism pressure. There is a lack of data on the demographic responses of sperm whales to boat presence, however, and further research in this area would be beneficial. Future research should investigate changes in recruitment and if there has been a change, what might be causing this.

5.5.3 Movements of individuals outside of Kaikōura

There are no individual sperm whales at Kaikōura which are considered permanent residents. Individuals move in and out of the study area throughout the year, and many are not present for consecutive field seasons (Jaquet et al., 2000). It is still unknown where sperm whales travel to and what they do when they are not at Kaikōura. There are multiple ways in which this can be investigated. One method is to compare the sperm whale photo-ID catalogue from Kaikōura to other existing catalogues around the world. This has been done for the photo-ID catalogue from the Dalhousie Lab in Canada, which has individuals from the eastern Pacific (mainly Ecuador, the Galápagos, Chile and the Sea of Cortez), but no matches have been found. When possible, sperm whale fluke photos from sighted or stranded individuals elsewhere in NZ, should be compared with the Kaikōura catalogue.
Movements of individuals could be tracked by physically tagging them (Block et al., 2011). Tagging has been used in sperm whale populations to explore movement patterns (Block et al., 2011), and diving and acoustic behaviour (Fais et al., 2016; Watwood et al., 2006). There is a risk, however, that the behaviour is altered due to the stress of the tagging process, thereby creating bias in the results (Hammond et al., 1990). While suction cups can be used to hold tags in place for short periods (hours to a few days; Guerra et al., 2017), retaining tags in place for extended periods is technically difficult and highly invasive. Significant injury can occur due to water movement over the animal and water pressure when diving (Mate et al., 2007) and shear stress between the muscle (into which the tag attachment must penetrate) and overlying blubber (Moore & Zerbini, 2017). Tags therefore provide the opportunity to collect important information on the movements of individuals but the methods and impact to the individual need to be taken into consideration.

5.5.4 Further investigations into social structure

Having a “skin bank” also provides the opportunity to look at the genetic relationships of sperm whales at Kaikōura, which may provide more insight into the social structure of the population. In groups of male elephants in Africa, individuals which were more closely related, also had the strongest social associations (Chiyo et al., 2011). Male elephants also have stronger associations with individuals of similar size (Chiyo et al., 2011). Given the similarities known between sperm whale and elephant societies, exploring genetics and size to assess the similarities between preferred associates is a sensible next step.

5.6 Conclusion

The number of sperm whales visiting the Kaikōura study area in summer is declining. In light of their importance economically, ecologically and culturally, it is crucial that drivers of this decline are now investigated. This study also includes the first evidence of preferred associations between mature male sperm whales. Continued research on this population and influences on social structure will aid in furthering the overall knowledge of this species.
Appendix A

A.1 The summer parameter estimates for the top model $\phi(.)p(T)\gamma(R.)$, when three secondary periods were used.

Table A.1: The parameter estimates for survival ($\phi$), probability of being absent from the study area ($\gamma$), and capture ($p$) probabilities for the top summer model, $\phi(.)p(T)\gamma(R.)$.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Estimate</th>
<th>SE</th>
<th>LCI</th>
<th>UCI</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\phi$</td>
<td>0.86</td>
<td>0.02</td>
<td>0.83</td>
<td>0.89</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>0.59</td>
<td>0.04</td>
<td>0.52</td>
<td>0.66</td>
</tr>
<tr>
<td>$p$ 1990</td>
<td>0.23</td>
<td>0.08</td>
<td>0.10</td>
<td>0.42</td>
</tr>
<tr>
<td>$p$ 1991</td>
<td>0.69</td>
<td>0.06</td>
<td>0.55</td>
<td>0.79</td>
</tr>
<tr>
<td>$p$ 1993</td>
<td>0.61</td>
<td>0.09</td>
<td>0.43</td>
<td>0.76</td>
</tr>
<tr>
<td>$p$ 1994</td>
<td>0.51</td>
<td>0.07</td>
<td>0.37</td>
<td>0.65</td>
</tr>
<tr>
<td>$p$ 1996</td>
<td>0.52</td>
<td>0.09</td>
<td>0.35</td>
<td>0.69</td>
</tr>
<tr>
<td>$p$ 1997</td>
<td>0.41</td>
<td>0.07</td>
<td>0.29</td>
<td>0.55</td>
</tr>
<tr>
<td>$p$ 1998</td>
<td>0.76</td>
<td>0.06</td>
<td>0.63</td>
<td>0.86</td>
</tr>
<tr>
<td>$p$ 1999</td>
<td>0.52</td>
<td>0.09</td>
<td>0.35</td>
<td>0.68</td>
</tr>
<tr>
<td>$p$ 2000</td>
<td>0.34</td>
<td>0.07</td>
<td>0.23</td>
<td>0.48</td>
</tr>
<tr>
<td>$p$ 2005</td>
<td>0.49</td>
<td>0.08</td>
<td>0.33</td>
<td>0.64</td>
</tr>
<tr>
<td>$p$ 2006</td>
<td>0.60</td>
<td>0.09</td>
<td>0.41</td>
<td>0.77</td>
</tr>
<tr>
<td>$p$ 2008</td>
<td>0.86</td>
<td>0.09</td>
<td>0.57</td>
<td>0.97</td>
</tr>
<tr>
<td>$p$ 2013</td>
<td>0.42</td>
<td>0.08</td>
<td>0.27</td>
<td>0.58</td>
</tr>
<tr>
<td>$p$ 2015</td>
<td>0.40</td>
<td>0.11</td>
<td>0.21</td>
<td>0.63</td>
</tr>
<tr>
<td>$p$ 2016</td>
<td>0.70</td>
<td>0.14</td>
<td>0.38</td>
<td>0.90</td>
</tr>
<tr>
<td>$p$ 2017</td>
<td>0.49</td>
<td>0.08</td>
<td>0.33</td>
<td>0.65</td>
</tr>
</tbody>
</table>
**Table A.2:** Abundance estimates, standard error (SE) and 95% log-normal confidence intervals (LCI, UCI) derived from the Huggins Robust design parameter estimates, for the top summer model $\phi(.) p(T) \gamma(R.)$.

<table>
<thead>
<tr>
<th>Season</th>
<th>Estimate</th>
<th>SE</th>
<th>LCI</th>
<th>UCI</th>
</tr>
</thead>
<tbody>
<tr>
<td>1990</td>
<td>35</td>
<td>11.30</td>
<td>23</td>
<td>74</td>
</tr>
<tr>
<td>1991</td>
<td>23</td>
<td>0.99</td>
<td>23</td>
<td>28</td>
</tr>
<tr>
<td>1993</td>
<td>17</td>
<td>1.29</td>
<td>16</td>
<td>22</td>
</tr>
<tr>
<td>1994</td>
<td>26</td>
<td>2.39</td>
<td>23</td>
<td>34</td>
</tr>
<tr>
<td>1996</td>
<td>19</td>
<td>2.03</td>
<td>17</td>
<td>27</td>
</tr>
<tr>
<td>1997</td>
<td>28</td>
<td>3.78</td>
<td>24</td>
<td>41</td>
</tr>
<tr>
<td>1998</td>
<td>19</td>
<td>0.55</td>
<td>19</td>
<td>22</td>
</tr>
<tr>
<td>1999</td>
<td>15</td>
<td>1.78</td>
<td>14</td>
<td>23</td>
</tr>
<tr>
<td>2000</td>
<td>32</td>
<td>5.25</td>
<td>26</td>
<td>49</td>
</tr>
<tr>
<td>2005</td>
<td>19</td>
<td>2.27</td>
<td>17</td>
<td>28</td>
</tr>
<tr>
<td>2006</td>
<td>11</td>
<td>1.04</td>
<td>11</td>
<td>16</td>
</tr>
<tr>
<td>2008</td>
<td>5</td>
<td>0.12</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>2013</td>
<td>24</td>
<td>3.57</td>
<td>21</td>
<td>37</td>
</tr>
<tr>
<td>2015</td>
<td>11</td>
<td>2.50</td>
<td>9</td>
<td>21</td>
</tr>
<tr>
<td>2016</td>
<td>5</td>
<td>0.44</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>2017</td>
<td>17</td>
<td>2.11</td>
<td>15</td>
<td>25</td>
</tr>
</tbody>
</table>
A.2  The summer parameter estimates for the top model $\phi(.)p(T)\gamma(R.)$, when four secondary periods were used.

Table A.3: The parameter estimates for survival ($\phi$), probability of being absent from the study area ($\gamma$) capture ($p$) probabilities for the top summer model, $\phi(.) p(T) \gamma (R.)$.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Estimate</th>
<th>SE</th>
<th>LCI</th>
<th>UCI</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\phi$</td>
<td>0.85</td>
<td>0.02</td>
<td>0.82</td>
<td>0.88</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>0.42</td>
<td>0.04</td>
<td>0.35</td>
<td>0.50</td>
</tr>
<tr>
<td>$p$ 1990</td>
<td>0.09</td>
<td>0.03</td>
<td>0.05</td>
<td>0.17</td>
</tr>
<tr>
<td>$p$ 1991</td>
<td>0.41</td>
<td>0.05</td>
<td>0.32</td>
<td>0.51</td>
</tr>
<tr>
<td>$p$ 1993</td>
<td>0.34</td>
<td>0.06</td>
<td>0.24</td>
<td>0.46</td>
</tr>
<tr>
<td>$p$ 1994</td>
<td>0.32</td>
<td>0.05</td>
<td>0.23</td>
<td>0.42</td>
</tr>
<tr>
<td>$p$ 1996</td>
<td>0.23</td>
<td>0.05</td>
<td>0.15</td>
<td>0.35</td>
</tr>
<tr>
<td>$p$ 1997</td>
<td>0.49</td>
<td>0.06</td>
<td>0.38</td>
<td>0.60</td>
</tr>
<tr>
<td>$p$ 1998</td>
<td>0.55</td>
<td>0.06</td>
<td>0.43</td>
<td>0.66</td>
</tr>
<tr>
<td>$p$ 1999</td>
<td>0.43</td>
<td>0.07</td>
<td>0.30</td>
<td>0.58</td>
</tr>
<tr>
<td>$p$ 2000</td>
<td>0.32</td>
<td>0.07</td>
<td>0.20</td>
<td>0.46</td>
</tr>
<tr>
<td>$p$ 2005</td>
<td>0.42</td>
<td>0.07</td>
<td>0.30</td>
<td>0.56</td>
</tr>
<tr>
<td>$p$ 2006</td>
<td>0.57</td>
<td>0.08</td>
<td>0.40</td>
<td>0.72</td>
</tr>
<tr>
<td>$p$ 2008</td>
<td>0.74</td>
<td>0.11</td>
<td>0.49</td>
<td>0.89</td>
</tr>
<tr>
<td>$p$ 2013</td>
<td>0.36</td>
<td>0.07</td>
<td>0.24</td>
<td>0.49</td>
</tr>
<tr>
<td>$p$ 2015</td>
<td>0.29</td>
<td>0.09</td>
<td>0.15</td>
<td>0.49</td>
</tr>
<tr>
<td>$p$ 2016</td>
<td>0.61</td>
<td>0.14</td>
<td>0.34</td>
<td>0.83</td>
</tr>
<tr>
<td>$p$ 2017</td>
<td>0.45</td>
<td>0.07</td>
<td>0.32</td>
<td>0.59</td>
</tr>
</tbody>
</table>
Table A.4: Abundance estimates, standard error (SE) and 95% log-normal confidence intervals (LCI, UCI) derived from the Huggins Robust design parameter estimates, for the top summer model $\phi(.)p(T)\gamma(R.)$.

<table>
<thead>
<tr>
<th>Season</th>
<th>Estimate</th>
<th>SE</th>
<th>LCI</th>
<th>UCI</th>
</tr>
</thead>
<tbody>
<tr>
<td>1990</td>
<td>92</td>
<td>28.71</td>
<td>57</td>
<td>179</td>
</tr>
<tr>
<td>1991</td>
<td>35</td>
<td>2.71</td>
<td>32</td>
<td>44</td>
</tr>
<tr>
<td>1993</td>
<td>27</td>
<td>3.39</td>
<td>23</td>
<td>38</td>
</tr>
<tr>
<td>1994</td>
<td>37</td>
<td>4.37</td>
<td>31</td>
<td>50</td>
</tr>
<tr>
<td>1996</td>
<td>32</td>
<td>6.16</td>
<td>25</td>
<td>51</td>
</tr>
<tr>
<td>1997</td>
<td>24</td>
<td>1.58</td>
<td>23</td>
<td>31</td>
</tr>
<tr>
<td>1998</td>
<td>20</td>
<td>1.07</td>
<td>20</td>
<td>25</td>
</tr>
<tr>
<td>1999</td>
<td>16</td>
<td>1.71</td>
<td>15</td>
<td>23</td>
</tr>
<tr>
<td>2000</td>
<td>30</td>
<td>5.65</td>
<td>24</td>
<td>48</td>
</tr>
<tr>
<td>2005</td>
<td>19</td>
<td>1.89</td>
<td>17</td>
<td>26</td>
</tr>
<tr>
<td>2006</td>
<td>11</td>
<td>0.72</td>
<td>11</td>
<td>15</td>
</tr>
<tr>
<td>2008</td>
<td>5</td>
<td>0.16</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>2013</td>
<td>24</td>
<td>2.97</td>
<td>21</td>
<td>34</td>
</tr>
<tr>
<td>2015</td>
<td>12</td>
<td>2.85</td>
<td>9</td>
<td>23</td>
</tr>
<tr>
<td>2016</td>
<td>5</td>
<td>0.39</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>2017</td>
<td>16</td>
<td>1.52</td>
<td>15</td>
<td>22</td>
</tr>
</tbody>
</table>
A.3 The winter parameter estimates for the top model \( \phi(.)p(T)\gamma(R.) \), when three secondary periods were used.

**Table A.5:** The estimates for apparent survival (\( \phi \)), probability of being absent from the study area (\( \gamma \)), and capture (\( p \)) probabilities for the top winter model, \( \phi(.)p(T)\gamma(R.) \).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Estimate</th>
<th>SE</th>
<th>LCI</th>
<th>UCI</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \phi )</td>
<td>0.85</td>
<td>0.02</td>
<td>0.81</td>
<td>0.88</td>
</tr>
<tr>
<td>( \gamma )</td>
<td>0.20</td>
<td>0.06</td>
<td>0.11</td>
<td>0.34</td>
</tr>
<tr>
<td>( p ) 1994</td>
<td>0.65</td>
<td>0.07</td>
<td>0.52</td>
<td>0.77</td>
</tr>
<tr>
<td>( p ) 1995</td>
<td>0.36</td>
<td>0.07</td>
<td>0.24</td>
<td>0.50</td>
</tr>
<tr>
<td>( p ) 1996</td>
<td>0.61</td>
<td>0.07</td>
<td>0.47</td>
<td>0.73</td>
</tr>
<tr>
<td>( p ) 1997</td>
<td>0.61</td>
<td>0.08</td>
<td>0.45</td>
<td>0.75</td>
</tr>
<tr>
<td>( p ) 1999</td>
<td>0.31</td>
<td>0.07</td>
<td>0.19</td>
<td>0.45</td>
</tr>
<tr>
<td>( p ) 2006</td>
<td>0.42</td>
<td>0.08</td>
<td>0.27</td>
<td>0.58</td>
</tr>
<tr>
<td>( p ) 2007</td>
<td>0.44</td>
<td>0.06</td>
<td>0.32</td>
<td>0.56</td>
</tr>
<tr>
<td>( p ) 2008</td>
<td>0.19</td>
<td>0.06</td>
<td>0.10</td>
<td>0.32</td>
</tr>
<tr>
<td>( p ) 2015</td>
<td>0.58</td>
<td>0.07</td>
<td>0.44</td>
<td>0.71</td>
</tr>
<tr>
<td>( p ) 2016</td>
<td>0.63</td>
<td>0.06</td>
<td>0.50</td>
<td>0.74</td>
</tr>
<tr>
<td>( p ) 2017</td>
<td>0.60</td>
<td>0.07</td>
<td>0.45</td>
<td>0.73</td>
</tr>
</tbody>
</table>

**Table A.6:** Abundance estimates, standard error (SE) and 95% log-normal confidence intervals (LCI, UCI) derived from the Huggins Robust design parameter estimates, for the top winter model \( \phi(.)p(T)\gamma(R.) \).

<table>
<thead>
<tr>
<th>Season</th>
<th>Estimate</th>
<th>SE</th>
<th>LCI</th>
<th>UCI</th>
</tr>
</thead>
<tbody>
<tr>
<td>1994</td>
<td>22</td>
<td>1.15</td>
<td>22</td>
<td>28</td>
</tr>
<tr>
<td>1995</td>
<td>32</td>
<td>5.12</td>
<td>27</td>
<td>49</td>
</tr>
<tr>
<td>1996</td>
<td>23</td>
<td>1.47</td>
<td>22</td>
<td>29</td>
</tr>
<tr>
<td>1997</td>
<td>20</td>
<td>1.36</td>
<td>19</td>
<td>26</td>
</tr>
<tr>
<td>1999</td>
<td>28</td>
<td>5.54</td>
<td>22</td>
<td>46</td>
</tr>
<tr>
<td>2006</td>
<td>22</td>
<td>3.28</td>
<td>19</td>
<td>34</td>
</tr>
<tr>
<td>2007</td>
<td>32</td>
<td>3.60</td>
<td>28</td>
<td>44</td>
</tr>
<tr>
<td>2008</td>
<td>17</td>
<td>6.11</td>
<td>10</td>
<td>38</td>
</tr>
<tr>
<td>2015</td>
<td>23</td>
<td>1.68</td>
<td>22</td>
<td>30</td>
</tr>
<tr>
<td>2016</td>
<td>23</td>
<td>1.28</td>
<td>22</td>
<td>28</td>
</tr>
<tr>
<td>2017</td>
<td>20</td>
<td>1.40</td>
<td>19</td>
<td>26</td>
</tr>
</tbody>
</table>
A.4 The winter parameter estimates for the top model $\phi(\cdot)p(T)\gamma(R.)$, when four secondary periods were used.

Table A.7: The estimates for apparent survival ($\phi$), probability of being absent from the study area ($\gamma$), and capture ($p$) probabilities for the top winter model, $\phi(\cdot)p(T)\gamma(R.)$.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Estimate</th>
<th>SE</th>
<th>LCI</th>
<th>UCI</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\phi$</td>
<td>0.85</td>
<td>0.02</td>
<td>0.81</td>
<td>0.88</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>0.21</td>
<td>0.06</td>
<td>0.12</td>
<td>0.35</td>
</tr>
<tr>
<td>$p$ 1994</td>
<td>0.52</td>
<td>0.06</td>
<td>0.40</td>
<td>0.63</td>
</tr>
<tr>
<td>$p$ 1995</td>
<td>0.31</td>
<td>0.06</td>
<td>0.21</td>
<td>0.43</td>
</tr>
<tr>
<td>$p$ 1996</td>
<td>0.51</td>
<td>0.06</td>
<td>0.39</td>
<td>0.63</td>
</tr>
<tr>
<td>$p$ 1997</td>
<td>0.51</td>
<td>0.07</td>
<td>0.38</td>
<td>0.63</td>
</tr>
<tr>
<td>$p$ 1999</td>
<td>0.24</td>
<td>0.05</td>
<td>0.15</td>
<td>0.36</td>
</tr>
<tr>
<td>$p$ 2006</td>
<td>0.32</td>
<td>0.07</td>
<td>0.21</td>
<td>0.46</td>
</tr>
<tr>
<td>$p$ 2007</td>
<td>0.39</td>
<td>0.05</td>
<td>0.29</td>
<td>0.49</td>
</tr>
<tr>
<td>$p$ 2008</td>
<td>0.14</td>
<td>0.04</td>
<td>0.08</td>
<td>0.25</td>
</tr>
<tr>
<td>$p$ 2015</td>
<td>0.48</td>
<td>0.06</td>
<td>0.36</td>
<td>0.59</td>
</tr>
<tr>
<td>$p$ 2016</td>
<td>0.59</td>
<td>0.05</td>
<td>0.48</td>
<td>0.69</td>
</tr>
<tr>
<td>$p$ 2017</td>
<td>0.49</td>
<td>0.06</td>
<td>0.37</td>
<td>0.61</td>
</tr>
</tbody>
</table>

Table A.8: Abundance estimates, standard error (SE) and 95% log-normal confidence intervals (LCI, UCI) derived from the Huggins Robust design parameter estimates, for the top winter model $\phi(\cdot)p(T)\gamma(R.)$.

<table>
<thead>
<tr>
<th>Season</th>
<th>Estimate</th>
<th>SE</th>
<th>LCI</th>
<th>UCI</th>
</tr>
</thead>
<tbody>
<tr>
<td>1994</td>
<td>23</td>
<td>1.34</td>
<td>22</td>
<td>28</td>
</tr>
<tr>
<td>1995</td>
<td>30</td>
<td>4.18</td>
<td>26</td>
<td>44</td>
</tr>
<tr>
<td>1996</td>
<td>23</td>
<td>1.38</td>
<td>22</td>
<td>29</td>
</tr>
<tr>
<td>1997</td>
<td>20</td>
<td>1.32</td>
<td>19</td>
<td>25</td>
</tr>
<tr>
<td>1999</td>
<td>28</td>
<td>5.47</td>
<td>22</td>
<td>46</td>
</tr>
<tr>
<td>2006</td>
<td>22</td>
<td>3.45</td>
<td>19</td>
<td>34</td>
</tr>
<tr>
<td>2007</td>
<td>31</td>
<td>2.89</td>
<td>28</td>
<td>41</td>
</tr>
<tr>
<td>2008</td>
<td>17</td>
<td>6.21</td>
<td>10</td>
<td>38</td>
</tr>
<tr>
<td>2015</td>
<td>23</td>
<td>1.64</td>
<td>22</td>
<td>30</td>
</tr>
<tr>
<td>2016</td>
<td>22</td>
<td>0.88</td>
<td>22</td>
<td>26</td>
</tr>
<tr>
<td>2017</td>
<td>20</td>
<td>1.45</td>
<td>19</td>
<td>26</td>
</tr>
</tbody>
</table>
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